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Figure 6 

Number of children affected by the opioid epidemic in 2017 by age 

904,000

Ages 0–5

662,000

Ages 6–11

Most children affected by opioids  
in the United States in 2017— nearly  
1.6 million out of the total 2.2 million—
were under the age of 12. Growing 
up in a household with substance 
use exposure is an adverse childhood 
experience (ACE) and can make 
children vulnerable to additional ACEs, 
such as abuse and neglect, loss or 
separation from a parent, or exposure 
to violence. The presence of such 
potentially traumatic experiences 
can be especially harmful to young 
children, as it can interfere with 
brain development. Recent research, 
however, teaches us that these ACEs 
can be prevented or their impact 
reduced, if these children and their 
families receive appropriate support.

610,000
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Children affected by the opioid epi-
demic will likely incur higher expenses 
during childhood, a trend that persists 
into adulthood. This lifetime societal 
cost is estimated to be $180 billion for 
the 2.2 million children affected in  
2017. This cost has two components:  
$117.5 billion incurred during the years 
of childhood that stems from higher 
expenses on health care, child welfare, 
and special education; and $62.1 billion 
in long-term expenses that accrue 
during adulthood (see Figure 8 for 
more information on these costs). The 
$180 billion estimate does not include 
missed opportunities or productivity 
losses, which could be significant. 

The bulk of the costs that accrue  
during childhood are for additional 
general health care and special 
education services. 

Two sets of estimates are provided—a 
per-child cost and a total cost across 
the population—to assist policymakers 
in shaping appropriate interventions.

Figure 7 

Societal cost during childhood  
(based on 2.2 million children affected in 2017) 

NOTES: 

1.	� Estimated increases in general health care and special education needs during childhood are based on analyses of  
costs associated with children who were subjects of child maltreatment investigations (not necessarily substantiated).  
Child maltreatment was defined by the researchers as both abuse (physical, psychological, or sexual) and neglect. 

2.	 Lifetime cost means the aggregate cost over 50 years. 
3. 	 Estimate assumes 75% of adolescents with OUD would receive Medication Assisted Treatment. 

Total in billions
Average cost 

per child

Total estimated lifetime societal cost

$180 billion

$37K Higher overall health care expenditure

32K children born with NAS each year $16K 

125K adolescents treated for OUD $6K 

75K children entering foster care 
every year due to opioids $44K 

75% more likely to need special education $186K 

Health care� $74 

Treatment� $.50

Treatment� $.80

Child welfare and  
social programs� $3.20

Special education	�  $39

$117.5
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NOTE: 

1.	� Lifetime cost means the aggregate cost over 50 years. 

Figure 8 

Long-term societal cost  
(based on 2.2 million children affected in 2017) 

The effects of adverse childhood 
experiences (ACEs) can be long-
lasting and extend into adulthood. It 
is estimated that children of parents 
with substance use disorders have 
an average of 2.1 ACEs. A greater 
number of ACEs during childhood 
has been associated with increased 
risky behaviors, such as smoking and 
alcohol/drug use, in adulthood, and 
chronic disease, including depression. 
All told, the long-term cost due 
to adverse childhood experiences 
accounts for more than $62 billion  
out of the total estimated societal  
cost of $180 billion over the lifetime of 
these children. 

The two sets of estimates provided—a 
per-child cost and a total cost across 
the population—are intended to assist 
policymakers in shaping appropriate 
interventions. 

Total in billions
Average cost 

per child

Total estimated lifetime societal cost

$180 billion

$77K 

2X more likely to be depressed

30% more likely to be arrested

$39K 

60% more likely to become a smoker $200K 

70% more likely to be severely obese $68K 

3X $55K 

Criminal justice� $16.80

Depression 
counseling� $13.20

Smoking-related 
health care� $18.40

Obesity-related  
health care� $5.40

Alcohol and drug- 
related health care� $8.30

$62.1

more likely to develop alcohol 
or drug use disorder
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Figure 9 

Lifetime societal cost of the opioid epidemic’s impact  
on children in 2030 

By 2030 the societal cost of the opioid 
epidemic’s impact on children could 
increase to $400 billion. This includes 
the estimated lifetime cost of the 
impact on children already identified 
in the 2017 estimate plus the estimated 
lifetime costs of children projected  
to be newly affected between 2018  
and 2030. While not all children  
will be equally affected, the findings 
suggest that, on a national level, 
the ripple effect will be enormously 
expensive. But the toll on children,  
and the economic consequences  
that could result, are not inevitable. 
There are several strategies that can 
reduce some of these expenses: 
increased upfront investments 
supporting the health and well-
being of children exposed to adverse 
childhood experiences, including 
parental SUD; tailored SUD programs 
for adolescents; and expanded opioid 
treatment programs that meet the 
needs of parents. 

NOTES: 

1.	 Estimated costs in 2030 are derived from the “base scenario” assumptions from Figure 2. 

$180B

$400B

2017

in 2017 for 2.2M affected children

in 2030 for 4.3M 
affected children

2030
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Figure 10 

Projected societal cost of the opioid epidemic by state  
(based on estimated 4.3 million children affected as of 2030)

Projected 2030 costs are attributed to 
states based on each state’s proportion 
of affected children in 2017. 

California, with the largest number of 
affected children, is projected to face a 
cost of $35.5 billion. The average cost for 
a state is projected to be $5 billion. 

NOTES: 

1.	� The state costs in 2030 are based on the national average cost in 2018. They do not consider regional variances in health care, 
social service, or other sector costs. 
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Conclusion

 

The estimates presented in this report suggest that the 
opioid epidemic’s costs are substantial and wide-ranging. 
These include financial consequences, of course, but 
they also include a steep human toll—lives cut short and 
families disrupted. As succeeding generations of children 
are swept up in the turmoil of the opioid crisis, it is also 
starkly clear that the cost of doing something to help them 
is far less than the cost of doing nothing. 

Fortunately, there are solutions. The bipartisan SUPPORT 
Act of 2018 and the Family First Prevention Services Act 
both include resources and programs that policymakers and 
community leaders can draw upon to minimize the impact 
of the epidemic on children. Below is a list of 10 priority 
strategies* that can help children affected by opioids:

•	 Reduce stigma and misunderstanding of opioid use 
and treatment, particularly among people interacting 
with pregnant women and parents

•	 Coordinate the response across health care, law 
enforcement, child welfare agencies, and schools, so 
families struggling with substance use disorder receive a 
“no-wrong-door” approach to evidence-based services

•	 Create protocols for emergency responders to connect 
children on the scene of potentially traumatic events to 
appropriate recovery services

•	 Provide kinship caregivers and foster parents with 
tools for responding to trauma in children

•	 Encourage schools to practice trauma-informed care

•	 Research the needs of youth caregivers and develop 
programs to support them

•	 Increase the availability of family-based mental  
health services

•	 Invest in evidence-based programs for youth 
development

•	 Encourage integrated health and social services  
that simultaneously meet the needs of parents  
and children

•	 Reduce geographic and racial/ethnic disparities in 
access to services

To make these strategies work, policymakers, providers, 
and other stakeholders must pay closer attention to 
children and families affected by substance use disorders. 
They must also commit to a vigorous response and  
a new collaborative spirit to reduce harm to our  
nation’s youth from the long-lasting consequences of  
the opioid epidemic. 

* �These strategies are described in greater detail in The Ripple Effect: The Impact of the Opioid Epidemic on Children and 
Families by Suzanne Brundage and Carol Levine. 

https://uhfnyc.org/publications/publication/ripple-effect-opioid-epidemic-children-and-families/
https://uhfnyc.org/publications/publication/ripple-effect-opioid-epidemic-children-and-families/
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Appendix A. Detailed state estimates for 2017 and projected state costs for 2030

State
Rate per 

1,000 

Total number  
of children  

affected

Residing in 
household with 

parent with OUD

Loss of parent 
due to death or 
incarceration

Removal from 
home for foster  
or kinship care

OUD as adolescent 
or accidental 

ingestion as child
Cost in 2030 

($B)

Alabama 37 42,000 27,000 3,000 9,000 3,000 7.5

Alaska 39 7,500 4,500 700 2,000 500 1.5

Arizona 31 54,000 35,500 6,000 8,000 4,500 10.0

Arkansas 30 22,000 12,500 1,500 6,000 1,500 4.0

California 20 196,000 144,500 21,500 12,500 17,500 35.5

Colorado 29 39,000 27,000 4,500 4,500 3,000 7.0

Connecticut 39 31,000 22,500 4,000 2,000 2,500 5.5

Delaware 41 9,000 6,500 1,000 400 800 1.5

District of Columbia 37 4,500 3,500 700 400 400 1.0

Florida 31 138,000 80,000 19,000 30,000 9,500 25.0

Georgia 23 60,500 38,000 6,000 11,500 4,500 11.0

Hawaii 24 8,000 5,000 600 1,500 600 1.5

Idaho 25 11,500 8,000 1,000 1,000 1,000 2.0

Illinois 21 67,500 48,000 10,500 3,000 6,000 12.0

Indiana 35 57,500 34,000 5,000 14,000 4,000 10.5

Iowa 24 18,000 11,500 1,000 4,000 1,500 3.5

Kansas 25 18,500 12,000 1,500 3,500 1,500 3.5

Kentucky 42 45,500 26,000 6,500 10,000 3,000 8.5

Louisiana 24 28,000 21,000 3,500 1,000 2,500 5.0

Maine 38 10,500 7,000 1,500 1,000 1,000 2.0

Maryland 32 47,000 32,000 8,000 3,000 4,000 8.5

Massachusetts 31 47,000 31,500 8,500 3,000 4,000 8.5

Michigan 31 71,000 49,500 9,000 6,500 6,000 13.0

Minnesota 24 32,500 22,500 2,500 4,500 2,500 6.0

Mississippi 34 25,500 13,500 1,500 9,000 1,500 4.5

Missouri 32 47,000 28,500 5,500 9,500 3,500 8.5 ▼
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State
Rate per 

1,000 

Total number  
of children  

affected

Residing in 
household with 

parent with OUD

Loss of parent 
due to death or 
incarceration

Removal from 
home for foster  
or kinship care

OUD as adolescent 
or accidental 

ingestion as child
Cost in 2030 

($B)

Montana 31 7,500 5,000 600 1,500 600 1.5

Nebraska 22 11,000 7,500 500 1,500 1,000 2.0

Nevada 27 20,000 13,000 3,500 1,500 1,500 3.5

New Hampshire 51 14,000 10,500 1,500 800 800 2.5

New Jersey 32 68,500 47,000 7,500 8,000 5,500 12.5

New Mexico 30 16,500 8,500 3,000 4,000 1,000 3.0

New York 28 125,000 90,000 13,500 10,500 11,000 22.5

North Carolina 30 71,500 46,500 8,500 11,000 5,500 13.0

North Dakota 27 4,500 3,500 200 700 400 1.0

Ohio 32 90,000 57,500 15,000 10,500 7,000 16.5

Oklahoma 30 30,500 17,000 4,000 7,500 2,000 5.5

Oregon 39 35,000 22,000 3,000 7,500 2,500 6.5

Pennsylvania 33 95,500 65,000 14,500 8,000 8,000 17.5

Rhode Island 35 8,000 5,500 1,500 600 700 1.5

South Carolina 29 33,000 22,500 3,500 4,000 2,500 6.0

South Dakota 25 5,500 4,000 300 1,000 500 1.0

Tennessee 31 50,000 32,000 6,500 7,000 4,000 9.0

Texas 23 171,000 93,000 12,500 54,000 11,000 31.0

Utah 24 23,500 15,000 3,500 3,500 2,000 4.0

Vermont 46 5,500 4,500 500 500 500 1.0

Virginia 27 52,500 37,000 6,000 5,000 4,500 9.5

Washington 34 58,000 39,500 6,500 7,500 4,500 10.5

West Virginia 54 22,000 12,000 4,000 4,500 1,500 4.0

Wisconsin 25 34,500 24,500 4,500 2,500 3,000 6.5

Wyoming 28 4,000 2,500 400 500 300 0.5

NOTE:
Figures might not add up to total due to rounding. 

▼

Appendix A. Detailed state estimates for 2017 and projected state costs for 2030 (continued)
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https://pediatrics.aappublications.org/content/pediatrics/early/2018/03/21/peds.2017-3520.full.pdf
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Appendix C. Methodology 
 
 

METHODOLOGY OVERVIEW

Boston Consulting Group (BCG) constructed the 
following model, informed by peer-reviewed literature 
(key sources listed below) and expert interviews to 
develop the estimates in this chartbook. 

BCG began by creating a “snapshot” of children under 
age 18 in 2017 who had been affected by the opioid 
epidemic. To do this, they developed estimates of the 
number in each of five different categories:

1.	 Those living with a parent with OUD

2.	 Those who had a parent die due to an opioid overdose 
ever in their lifetime

3.	 Those with a parent in prison due to a heroin-related 
offense

4.	 Those removed from home and living in foster care or 
with relatives due to household opioid use

5.	 Adolescents (ages 12–17) with OUD and children  
(ages 0–12) who accidentally ingested an opioid

These estimates were then adjusted (lowered by 30%) 
to remove double-counting between the categories. BCG 
further increased the estimates for categories 1 and 5 to 
reflect known undercounting in these two groups because 
the data is self-reported. The resulting estimates were 
summed across the five groups to reach the 2017 2.2 
million figure.

Second, 10 types of costs associated with the different 
ways a child may be affected by the opioid epidemic  
were identified and an average cost per person calculated 
for each. 

The average per-person costs were multiplied by the 
estimated number of children to whom the costs would 
apply (roughly aligning with the five categories listed in 
step 1). These costs were summed to calculate the total 
lifetime cost for children affected in 2017. 

BCG then estimated what the total number of affected 
individuals would be by 2030 under three different 
scenarios: base, pessimistic, and optimistic. 

Using the base-year case assumption for the total number 
of affected individuals, the average per-person cost for 
each of the 10 cost types was multiplied by the new 
projected numbers as of 2030. The sum of those numbers 
is the 2030 cost estimate.

To calculate the state estimates for the number of 
children affected in 2017, the same steps were followed, 
substituting state-specific data for the numbers affected. 
State variation in health care or other sector costs was 
not taken into account. The state-by-state cost projections 
for 2017 and 2030 were derived by using each state’s 
percentage of the national number of children affected in 
2017 and multiplying that share by the estimated national 
cost for the respective year. 
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Key academic literature: 

•	 Biemer P and Brown G. 2005. Model-based Estimation 
of Drug Use Prevalence Using Item Count Data.

•	 Buchanich JM, et al. 2018. The Effect of Incomplete 
Death Certificates on Estimates of Unintentional 
Opioid-Related Overdose Deaths in the United States, 
1999-2015.

•	 Chen Q, et al. 2019. Prevention of Prescription  
Opioid Misuse and Projected Overdose Deaths in  
the United States.

•	 Clemans-Cope L, et al. 2019. Opioid and Substance 
Use Disorder and Receipt of Treatment Among 
Parents Living With Children in the United States, 
2015-2017.

•	 Fang X, et al. 2012. The economic burden of child 
maltreatment in the United States and implications  
for prevention. 

•	 Felitti VJ, et al. 1998. Relationship of childhood abuse 
and household dysfunction to many of the leading 
causes of death in adults. The Adverse Childhood 
Experiences (ACE) Study.

DETAILED METHODOLOGY

Figure 1. Children affected by the opioid epidemic  
in 2017 

The total figure is the sum of estimates in five categories:

1.	 Children residing in a household with a parent  
with opioid use disorder. A national estimate of the 
number of parents living with OUD was obtained from 

Lisa Clemans-Cope et al., and the NSDUH 2015-2017 
three-year average was used. Using NSDUH 2017 
state-level demographic data on the age of parents 
with OUD and the average number of children per 
age bracket, a preliminary estimate of the number of 
children was calculated. Using U.S. Census Bureau 
data, this figure was adjusted to account for household 
composition, taking into account the probability of 
households being a single-parent female-led household, 
a single-parent male-led household, or a two-parent 
household, and also considering the average number 
of children per household type. The estimate of the 
number of children residing in a household with a 
parent with OUD was then corrected downward to 
account for potential co-occurrence of OUD in two-
parent households (estimated to be 15% based on 
expert interviews). The estimate was then adjusted 
upward by 30% to account for underreporting in 
NSDUH data (based on Biemer and Brown’s Model-
based Estimation of Drug Use Prevalence Using Item 
Count Data which reviewed underreporting in the 
NSDUH of cocaine use prevalence). Research on 
underreporting of self-reported opioid use suggests 
underreporting could be as high as 57%, so 30% is a 
conservative assumption. 

     �State-based estimates were calculated by multiplying 
the national estimate (1.44 million) by the state’s 
share of national prescription-based OUD and non-
prescription opioid use.

2.	 Have a parent who died due to opioids. National and 
state-level data on opioid overdose deaths between 
1999 and 2017 were obtained from the CDC. Based 
on The Effect of Incomplete Death Certificates on 
Estimates of Unintentional Opioid-Related Overdose 

https://www.ncbi.nlm.nih.gov/books/NBK519722/
https://www.ncbi.nlm.nih.gov/books/NBK519722/
https://www.ncbi.nlm.nih.gov/books/NBK519722/
https://www.ncbi.nlm.nih.gov/pubmed/29945473
https://www.ncbi.nlm.nih.gov/pubmed/29945473
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Deaths in the United States, 1999-2015, opioid 
overdose deaths were corrected for underreporting 
on death certificates by adding a percentage of 
“non-specified” drug overdose deaths to the opioid-
overdose deaths. The percentage of non-specified drug 
deaths attributed to opioids was the same percentage, 
at national and state-levels, of opioid-related deaths 
attributed to overall drug overdose deaths. By 
comparing the total number of adults with OUD to 
the number of parents with OUD in the NSDUH 
2015–2017, it was estimated that 35% of overdose 
deaths were of parents. The number of children 
affected was calculated using the average fertility  
rate, adjusted for demographic data (age and gender) 
of the overdose population. The figure was corrected 
to exclude an estimated 40,000 children who  
were counted in categories 1 or 4 based on likely 
household composition. 

3.	 Have a parent who has been incarcerated due to 
opioids. The current national inmate population for 
drug possession offenses with sentences greater than 
one year was obtained from the Bureau of Justice 
Statistics. Based on Uniform Crime Reporting statistics, 
an estimated 3% of these were related to heroin 
possession. The percentage of this population estimated 
to be parents, and therefore the number of children 
affected, was calculated using methods comparable to 
categories 1 and 2. To avoid potentially double-counting 
children who would likely appear in categories 1 or 4, 
only criminal sentences greater than 12 months were 
included in this estimate. State-level estimates were 
derived by applying the state share of the national 
correctional population to the national estimate of 
children who have a parent incarcerated due to opioids. 

4.	 Have been removed from home due to household 
opioid misuse. The number of children in foster care 

because of parental drug use on September 30, 2017, 

was obtained from the 2018 Adoption and Foster 

Care Analysis and Reporting System (AFCARS) report 

using state-level data. The share of these cases with 

opioid involvement was estimated to be 31%, based  

on prevalence of opioid use compared to all substance 

use in NSDUH results. To account for children 

living in unofficial kinship care, state-level ratios of 

unofficial kinship care to foster care were applied, 

resulting in a national average ratio of six children 

in unofficial kinship care for every one child in foster 

care (2009-2018 Current Population Survey Annual 

Social and Economic Supplement). The figure was 

corrected to account for children who enter and exit 

foster care during the same year to avoid double-

counting with category 1. 

5.	 Have OUD or have accidentally ingested opioids. 
The number of adolescents ages 12–17 with OUD 

was obtained from NSDUH 2015–2017 (three-

year average) and corrected for an estimated 30% 

in underreporting. The estimate was also corrected 

for double-counting with category 1 by factoring 

in the percentage of adolescents who sourced their 

opioids from relatives (30%) or who have relatives 

with OUD (20%). The number of children ages 0–12 

hospitalized for opioid ingestion in 2015, obtained 

from Prescription Opioid Exposures Among Children and 

Adolescents in the United States: 2000–2015, was added 

to the figure. 

Appendix C. Methodology  
(continued)

https://www.ncbi.nlm.nih.gov/pubmed/29945473
https://pediatrics.aappublications.org/content/139/4/e20163382.figures-only
https://pediatrics.aappublications.org/content/139/4/e20163382.figures-only
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Figure 2. Number of children affected by opioid 
epidemic by 2030: Three scenarios 

2030 estimates were developed using a dynamic system 
model that simulates year-by-year changes in nonmedical 
opioid use in the United States. Using methods from Chen 
et al., Prevention of Prescription Opioid Misuse and 
Projected Overdose Deaths in the US, 2019, the model 
consisted of three subgroups of the population: those 
using prescription opioids nonmedically without an OUD; 
those with prescription-based OUD; and those using illicit 
opioids. Individuals can enter and exit the model based 
on changes in their opioid use. New entrants include 
individuals who go from misusing prescription drugs to 
developing a prescription-based OUD; individuals who 
go from misusing prescription drugs to misusing illicit 
opioids; and those who go directly to misusing illicit 
opioids. Individuals can exit the model if they stop using 
opioids or die from an overdose. Since the most recent 
data from Chen et al. was from 2015, the model was 
adjusted to include observed trends in prescription-based 
OUD and non-prescription-based OUD up to 2017. 

Three future scenarios were simulated to arrive at an esti-
mate of total new cases of OUD between 2018 and 2030. 

•	 Base case: assumes prescription-based OUD incidence 
is decreasing based on current trends and assumes 
illicit OUD reached inflection point in 2016–2017. 

•	 Pessimistic case: assumes prescription-based OUD is 
decreasing at half the rate of current trends and illicit 
OUD reaches an inflection point in 2020. 

•	 Optimistic case: assumes prescription-based OUD is 
decreasing at twice the rate of current trends and illicit 
OUD also decreases at twice the rate of current trends. 

Each of these scenarios resulted in an estimated number 
of new OUD cases between 2018 and 2030. Using a 
method similar to that used in Figure 1 and drawing upon 
NSDUH 2017 data, BCG calculated how many of the 
new OUD cases would likely be among parents and how 
many children they have (a weighted average fertility rate 
of 1.9 was used). Added to this estimate was the number 
of additional children born to parents with OUD in 2017 
(estimated to be 146,000) and children who themselves 
are projected to develop an OUD between 2018 and 2030 
(estimated to be 115,000). 

Figure 3. Opioid epidemic’s impact on children in  
2017 compared to common childhood health 
conditions

Figure compares estimates to existing data sources. No 
methods to report. 

Figure 4 (Rate of children affected by the opioid 
epidemic in 2017 by state) and Figure 5 (State 
rankings by rate of children affected by the opioid 
epidemic and total number per state in 2017) 

The total number of children affected in each state is 
the sum of state-level estimates for Figure 1. The state 
rate was calculated by dividing this total by the state’s 
under age 18 population as reported in the American 
Community Survey’s “Demographic and Housing 
Estimates 2013–2017 5-year Estimates.” 

Figure 6. Number of children affected by the opioid 
epidemic in 2017 by age 

Estimated age ranges for categories 1–3 were calculated 
using household demographic data from the NSDUH 
2015–2017. These estimates: 42% of children of parents 
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with OUD are ages 0–5; 34% are 6–11; and 24% are 
12–17. Age ranges for children in category 4 were 
calculated using AFCARS data. Category 5 age ranges 
only include children ages 12–17 with OUD, sourced 
from the NSDUH 2015–2017. These numbers were 
adjusted for underreporting and double-counting between 
categories, as they were in Figure 1. 

Figure 7. Societal cost during childhood (based on  
2.2 million children affected in 2017) 

Incremental health care costs during childhood refer to 
the health care costs resulting from parental OUD that 
occurs in childhood. Costs were calculated drawing upon 
the work of Fang et al. 2012 and an analysis by Peterson 
et al. of the economic burden of child maltreatment. 
For this cost analysis, which used an adverse childhood 
experiences perspective, the effects of parental opioid 
use disorder on a child are assumed to be similar to the 
effects of child maltreatment. Child maltreatment results 
in additional health care costs during childhood, including 
additional inpatient and outpatient visits, prescription 
medications, and counseling. For a full list of included 
costs, see Florence et al., 2012. Fang et al. estimated 
a $33,000 incremental cost (2010 dollars) for health 
care received between ages 6 and 17. This estimate was 
adjusted to 2018 dollars using the personal consumption 
expenditure (PCE) price index. These costs are applied to 
children in categories 1–4. 

NAS-related treatment costs. The source is Winkelman et 
al., Incidence and Costs of Neonatal Abstinence Syndrome 
Among Infants With Medicaid: 2004–2014, which found 
that the average Medicaid cost of hospitalizing an infant 
with NAS was approximately $19,000 (vs. about $4,000 
without) due to longer stays post birth; this resulted in 

an incremental additional birth cost of approximately 
$15,000. These costs apply only to children born with 
NAS, estimated to number 32,000 in 2017. 

OUD treatment-related costs for adolescents include 
medication and office visits. The source for cost data is 
Medications to Treat Opioid Use Disorder: How Much 
Does Opioid Treatment Cost?, NIH National Institute 
on Drug Abuse. It assumes 75% of teenagers with OUD 
are treated every year from now until 2030 and an 
average length of treatment that is 6–8 years, with 97% 
of adolescents on Buprenorphine, 2% on Naltrexone, and 
1% on Methadone. These costs only apply to children in 
category 5. 

Child welfare costs. A total child welfare system cost 
of approximately $30 billion in 2017 (to serve 680,000 
children) was used to calculate a per-child/per-year 
cost. This figure was multiplied by 73,000, which is 
the estimated number of children entering child welfare 
annually due to opioids. The source was AFCARS state 
foster care data from 2008–2017. These costs only apply 
to children in foster care and do not include costs of 
kinship care. 

Special education costs. This analysis is based on literature 
suggesting that child maltreatment is associated with 
increased entry into special education systems. For this 
cost analysis, using an adverse childhood experiences 
perspective and limited additional research, it was assumed 
the effects of parental opioid use disorder on a child would 
be similar to the effects of child maltreatment. In a study 
examining the economic burden of child maltreatment, 
Fang et al. 2012 assumes a 10.5% incremental increase in 
special education use due to child maltreatment (24.2% of 
maltreated children received special education at a mean 

Appendix C. Methodology  
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https://pediatrics.aappublications.org/content/pediatrics/early/2018/03/21/peds.2017-3520.full.pdf
https://pediatrics.aappublications.org/content/pediatrics/early/2018/03/21/peds.2017-3520.full.pdf
https://www.drugabuse.gov/publications/research-reports/medications-to-treat-opioid-addiction/how-much-does-opioid-treatment-cost
https://www.drugabuse.gov/publications/research-reports/medications-to-treat-opioid-addiction/how-much-does-opioid-treatment-cost


 THE RIPPLE EFFECT: National and State Estimates of the U.S. Opioid Epidemic’s Impact on Children� 25

age of 8 years, compared with 13.7% of children with no 
maltreatment record). 

Translating this incremental increase in special education 
use into cost, similar to Fang et al., BCG drew upon 
Reynolds et al. (2002), who estimated that the average 
annual cost per child for special education services above 
and beyond regular instruction was $7,791 in 1998 
dollars. This figure was adjusted upward by 4% per year 
to an incremental, per-year, per-pupil cost of $16,000 in 
2018 dollars, based on historical education cost data. 
Assuming twelve years of instruction, the present value 
of lifetime special education costs per pupil is $186,000. 
Assuming a 10.5% incremental increase in special 
education due to parental opioid use, the per-pupil cost is 
estimated to be $19,511. This distributed per-child cost  
is applied to children in categories 1–4. 

Figure 8. Long-term societal cost (based on 2.2 million 
children affected in 2017)

These costs were calculated on the percent likelihood 
of increased at-risk behavior over a lifetime (50 years) 
based on a blended adverse childhood experience score 
of 2.1 for people affected by parental substance use, the 
number estimated by Felitti et al. Costs do not account 
for productivity losses. These costs, because they take 
into account increased risk across a population, apply to 
children in categories 1–5.

Criminal justice-related costs. Cost estimate is based on 
the incremental effect of child maltreatment on criminal 
justice involvement, using methods from Fang et al., 
2012, and Widom and Maxfield, 2001. Widom and 
Maxfield reported that child maltreatment increases the 
likelihood of having a juvenile arrest by 10.2 percentage 

points, based on a longitudinal analysis of 1994 arrest 
data from a Midwestern metropolitan area. (That analysis 
found that 27.4% of maltreated children had a juvenile 
arrest compared to 17.2% of children in the comparison 
group.) Using the cost methods of Fang et al., BCG 
calculated a blended cost in 2018 dollars for juvenile and 
adult arrests (including expenses for arrests, treatment, 
probation services, and release) of $7,732, an amount that 
was distributed across the 2.2 million affected children.

Depression-related health care costs. The analysis assumes 
a 14% depression prevalence among individuals with 
no adverse childhood experiences and a 16 percentage-
point increase above that rate among affected children 
(based on blended ACE scores from Felitti 1998). The 
cost analysis assumes one counseling session per month 
at a cost of $100 per session (the national average). The 
estimate is the lifetime cost of 50 years in present value. 

Smoking-related health care costs. The analysis assumes 
a 7% smoking prevalence among individuals with no 
adverse childhood experiences and a 4 percentage-point 
increase above that rate among affected children (based 
on blended ACE scores from Felitti 1998). It also assumes 
an average marginal lifetime health care cost of a smoker 
to be $200,000 (source: CDC). The estimate is the lifetime 
cost of 50 years in present value. 

Obesity-related health care costs. The analysis assumes 
a 5% obesity prevalence among individuals with no 
adverse childhood experiences and a 4 percentage-point 
increase above that rate among affected children (based 
on blended ACE scores from Felitti 1998). Obesity-related 
costs are estimated to be $1,980 per year per person in 
2015 dollars. The cost was adjusted for PCE inflation. The 
estimate is the lifetime cost of 50 years in present value. 

https://journals.sagepub.com/doi/10.3102/01623737024004267
https://www.census.gov/content/census/en/data/tables/2016/econ/school-finances/secondary-education-finance.html
https://www.ncjrs.gov/pdffiles1/nij/184894.pdf
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Increased alcohol and drug use-related health care costs. 
The analysis assumes a 3% prevalence of alcohol and drug 
use disorders among individuals with no adverse childhood 
experiences and an 11 percentage-point increase above that 
rate among affected children (based on blended ACE scores 
from Felitti 1998). Blended alcohol- and drug-related costs 
are estimated to be $3,000 per person per year, according 
to a report from the U.S. Surgeon General’s office. The 
estimate is the lifetime cost of 50 years in present value. 

Figure 9. Lifetime societal cost of the opioid 
epidemic’s impact on children in 2030 

The cost was calculated by summing the totals for each 
cost category. The total for each cost category is the result 

of multiplying the per-person costs in each category by the 
estimated number of attributable lives in 2030. 2030 cost 
estimates take into account inflation and are reported as 
the net present value in 2018 dollars. 

Figure 10. Projected societal cost of the opioid 
epidemic by state (based on estimated 4.3 million 
children affected as of 2030) 

All cost estimates are based on national average cost in 
2018 and do not take into account variances in health 
care, social service, or other sector costs. Costs are 
attributed to states based on their proportion of affected 
children in 2017. Cost estimates take into account  
future discounting. 

https://addiction.surgeongeneral.gov/
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Where Have All the Workers Gone? An Inquiry into the 
Decline of the U.S. Labor Force Participation Rate

E R R AT U M 	 The article (Brookings Papers on Economic Activity, Fall 
2017) contains an error in the post-estimation calculations concerning Table 13 
and 14, which inadvertently computed the logarithm of the 3.5 fold increase in 
opioid prescriptions per capita from 1999 to 2016 using a log of base 10 instead 
of the natural log.  The correct calculation should have used 1.25 log points 
instead of 0.55 log points. Thus, the sentence on page 49 should have read, 
“Multiplying 1.25 by the coefficient on the interaction between opioids and 
the second period (–0.011) suggests that the increase in opioid prescriptions 
could perhaps account for a 1.4 percentage point decline in male labor force 
participation, which is 43 percent of the observed decline during this period.”  
I thank John Moran of Penn State University for finding the error and bringing 
it to my attention. 
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Where Have All the Workers Gone?  
An Inquiry into the Decline of the  

U.S. Labor Force Participation Rate

ABSTRACT    The U.S. labor force participation rate has declined since 2007, 
primarily because of population aging and ongoing trends that preceded the 
Great Recession. The labor force participation rate has evolved differently, and 
for different reasons, across demographic groups. A rise in school enrollment 
has largely offset declining labor force participation for young workers since 
the 1990s. Labor force participation has been declining for prime age men for 
decades, and about half of prime age men who are not in the labor force may 
have a serious health condition that is a barrier to working. Nearly half of 
prime age men who are not in the labor force take pain medication on any 
given day; and in nearly two-thirds of these cases, they take prescription pain 
medication. Labor force participation has fallen more in U.S. counties where 
relatively more opioid pain medication is prescribed, causing the problem of 
depressed labor force participation and the opioid crisis to become intertwined. 
The labor force participation rate has stopped rising for cohorts of women born 
after 1960. Prime age men who are out of the labor force report that they expe-
rience notably low levels of emotional well-being throughout their days, and 
that they derive relatively little meaning from their daily activities. Employed 
women and women not in the labor force, by contrast, report similar levels 
of subjective well-being; but women not in the labor force who cite a rea-
son other than “home responsibilities” as their main reason report notably 
low levels of emotional well-being. During the past decade, retirements have 
increased by about the same amount as aggregate labor force participation has 
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declined, and the retirement rate is expected to continue to rise. A meaningful 
rise in labor force participation will require a reversal in the secular trends 
affecting various demographic groups, and perhaps immigration reform.

The labor force participation rate in the United States peaked at  
67.3 percent in early 2000, and has declined at a more or less con-

tinuous pace since then, reaching a near 40-year low of 62.4 percent in 
September 2015 (figure 1). Italy was the only other country in the Organi-
zation for Economic Cooperation and Development that had a lower labor 
force participation rate for prime age men than the United States in 2016. 
Although the labor force participation rate has stabilized since the end of 
2015, evidence on labor market flows—in particular, the continued decline 
in the rate of transition for those who are out of the labor force back into 
the labor force—suggests that this is likely to be a short-lived phenomenon. 
This paper examines secular trends in labor force participation, with a par-
ticular focus on the role of pain and pain medication in the lives of prime 
age men who are not in the labor force (NLF) and prime age women who 
are NLF and who do not cite “home responsibilities” as the main reason for 
not working, because these groups express the greatest degree of distress 
and dissatisfaction with their lives.

The paper is organized as follows. The next section summarizes evidence 
on trends in labor force participation overall and for various demographic  
groups. The main finding of this analysis is that shifting demographic shares, 
mainly an increase in older workers, and trends that preceded the Great 
Recession (for example, a secular decline in the labor force participation of 
prime age men) can account for the lion’s share of the decline in the labor 
force participation rate since the last business cycle peak.

Because most of the movement in the labor force participation rate 
in the last decade reflects secular trends and shifting population shares, 
section II examines trends in the participation rate separately for young 
workers, prime age men, and women, as well as the retirement rate. The 
role of physical and mental health limitations, which could pose a barrier 
to employment for about half of prime age, NLF men, is highlighted and 
explored. Survey evidence indicates that almost half of prime age, NLF 
men take pain medication on any given day, and that as a group prime 
age men who are out of the labor force spend over half their time feeling 
some pain. A follow-up survey finds that 40 percent of prime age, NLF 
men report that pain prevents them from working at a full-time job for 
which they are qualified, and that nearly two-thirds of the men who take 
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pain medication report taking prescription medication. It is also shown 
that generational increases in labor force participation that have histori-
cally raised women’s labor force participation over time have come to an 
end, so the United States can no longer count on succeeding cohorts of 
women to participate in the labor market at higher levels than the cohorts 
they are succeeding. This section also documents that an increase in  
the retirement rate since 2007 accounts for virtually all the decline in 
labor force participation since then, suggesting the persistence of labor 
force exits.

Section III presents evidence on the subjective well-being of employed 
workers, unemployed workers, and those who are out of the labor force, 
by demographic group. Two measures of subjective well-being are used: an 
evaluative measure of life in general, and a measure of reported emotional 
experience throughout the day. Young labor force nonparticipants seem 
remarkably content with their lives, and report relatively high levels of 
affect during their daily routines. Prime age, NLF men, however, report less 
happiness and more sadness during their days than do unemployed men, 
although they evaluate their lives in general more highly than unemployed 

Sources: U.S. Bureau of Labor Statistics; National Bureau of Economic Research; author’s calculations.  
a. Shading denotes recessions. The data are seasonally adjusted. 
b. Data for 1990 to 2016 have been adjusted to account for the effects of the annual population control 

adjustments to the Current Population Survey. 
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Figure 1.  The U.S. Labor Force Participation Rate, 1948–2017a
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men. Prime age and older NLF women report emotional well-being and life 
evaluations in general that are about on par with employed women of the 
same age, suggesting a degree of contentment that may make it unlikely 
that many in this group rejoin the labor force.

Given the high use of pain medication by prime age, NLF men and 
women, and the mushrooming opioid crisis in the United States since the 
early 2000s, section IV provides an analysis of the connection between the 
use of pain medication, opioid prescription rates, and labor force participa-
tion. Evidence is first presented indicating that pain medication is more 
widely used in areas where health care professionals prescribe more opioid 
medication, holding constant individuals’ disability status, self-reported 
health, and demographic characteristics. Next, regression analysis finds 
that labor force participation fell more in counties where more opioids were 
prescribed, controlling for the area’s share of manufacturing employment and 
individual characteristics. Although it is unclear whether these correlations 
represent causal effects, these findings reinforce concerns from anecdotal 
evidence. For example, in his memoir Hillbilly Elegy, J. D. Vance (2016, 
p. 18) writes about a recent visit with his second cousin, Rick, in Jackson,  
Kentucky: “We talked about how things had changed. ‘Drugs have come in,’ 
Rick told me. ‘And nobody’s interested in holding down a job.’” And the 
findings complement Anne Case and Angus Deaton’s (2017, p. 438) con-
clusion that “deaths of despair” for non-Hispanic whites “move in tandem 
with other social dysfunctions, including the decline of marriage, social 
isolation, and detachment from the labor force.”

The conclusion highlights the role of physical, mental, and emotional 
health challenges as a barrier to working for many prime age men and women 
who are out of the labor force. Because—apart from the unemployed—this 
group exhibits the lowest level of emotional well-being and life evaluation, 
there are potentially large gains to be had by identifying and implementing 
successful interventions to help prime age, NLF men and women lead more 
productive and fulfilling lives.

I.  Trends in Participation

Figure 1 shows the seasonally adjusted labor force participation rate as 
published by the U.S. Bureau of Labor Statistics (BLS). In addition, the 
figure shows alternative estimates of the participation rate using labor force 
and population data that were smoothed to adjust for the introduction of the 
2000 and 2010 decennial U.S. Census population controls in the Current 
Population Survey (CPS) in 2003 and 2012, respectively, and intercensal 
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population adjustments introduced in January of each year.1 These popu-
lation adjustments undoubtedly occurred more gradually over preceding 
months and years. Compared with the published series, the adjusted series 
indicates that the labor force participation rate rose a bit less during the 
1990s recovery, declined a bit more during the 2001–07 recovery, and has 
fallen a bit less during the current recovery; but overall the trends are 
similar. Henceforth, I focus on the adjusted labor force data.

The aggregate labor force participation rate series masks several dis-
parate trends for subgroups. Figure 2 shows the participation rate separately 
for men age 25 and older, women age 25 and older, and young people 
age 16–24. The online appendix figures show participation rate trends 
further disaggregated by age and sex.2 As is well known, the participation 

Sources: U.S. Bureau of Labor Statistics; National Bureau of Economic Research. 
a. Shading denotes recessions. The data are seasonally adjusted. 
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Figure 2.  Labor Force Participation Rates by Age and Gender, 1948–2017a

1.  The population controls introduced in 2012, for example, caused an abrupt drop of 
0.3 percentage point in the labor force participation rate from December 2011 to January 
2012, largely because the population of older individuals exceeded the figure that had been 
assumed in intercensal years. I closely follow the procedures outlined at http://www.bls.gov/
cps/documentation.htm#pop to smooth out changes in population controls.

2.  The online appendixes for this and all other papers in this volume may be found at the 
Brookings Papers web page, www.brookings.edu/bpea, under “Past BPEA Editions.”
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rate for adult men has been on a downward trajectory since the BLS began 
collecting labor force data in 1948. This trend has been a bit steeper since 
the late 1990s, but the decline in participation of prime age men in the 
labor force is not a new development and was not sharper after the Great 
Recession than it was before it (see figures A4–A6 in the online appendix).3 
Workers age 55 and older are the only age group that has shown a notable 
rise in participation over the last two decades, albeit from a low base for 
the 65 and older age group, and the long-running rise in participation 
for women age 55–64 seems to have come to an end since the Great 
Recession.

The aggregate labor force participation rate rose in the half century fol-
lowing World War II because women increasingly joined the labor force.4 
Beginning in the late 1990s, however, the labor force participation rate of 
women age 25 and over unexpectedly reached a decade-long plateau, and 
since 2007 women’s labor force participation has edged down, almost in 
parallel with men’s. The plateau and then decline in women’s labor force 
participation are responsible for the downward trajectory of the aggregate 
U.S. labor force participation rate. Although age, cohort, and time effects 
cannot be separately identified, I show below that this appears more con-
sistent with cohort developments than time effects.

Finally, younger workers have exhibited episodic declines in labor force 
participation since the end of the 1970s. After falling sharply toward the 
end of the Great Recession, the labor force participation rate for younger 
individuals has stabilized since then. The labor force participation rate of 
young workers probably responds more to the state of the business cycle 
than that of older workers because school is an alternative to work for many 
young workers in the short run.

I.A.  Decomposing the Decline in the Labor Force Participation Rate

At an annual frequency, the labor force participation rate reached a 
peak in 1997 (figure 3). From 1997 to the first half of 2017, the aggregate 
participation rate fell by 4.2 percentage points, with most of the decline 
(2.8 points) occurring after 2007.5 Several studies have found that shifting 

3.  Charles, Hurst, and Notowidigdo (2016, forthcoming) provide evidence that the hous-
ing boom in the prerecession period masked an even greater fall in the labor force participa-
tion of less-educated, prime age men from 2000 to 2006 due to the collapse of manufacturing.

4.  See Goldin (1991) for an analysis of women’s post–World War II labor supply.
5.  Data for 2017 are only available for the first six months of the year, as of this writing. 

Because the aggregate labor force participation rate historically is not very different over the 
first six months and full year, I do not make an adjustment for seasonality here.
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demographics, mainly toward an older population, are responsible for about 
half the decline in labor force participation.6

To see the effects of shifting demographics, we can write the aggregate 
labor force participation rate in year t, denoted t, as

p

p
wt it

i

it

iti

it it
i

(1) ,� � �∑ ∑ ∑=






=

where it is the labor force participation rate for group i in year t, pit is the 
size of the population of group i in year t, and wit is the population share of 
group i in year t.

Sources: U.S. Bureau of Labor Statistics; National Bureau of Economic Research; author’s calculations.  
a. Shading denotes recessions. The data are not seasonally adjusted, annual averages. The 2017 data 

point is the average of data from January through June. Data for 1990 to 2016 have been adjusted to 
account for the effects of the annual population control adjustments to the Current Population Survey.  
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Figure 3.  Labor Force Participation Rate, 1948–2017a

6.  See CEA (2014) for an excellent survey of the literature. Fernald and others (2017) 
further expand the shift-share analysis by disaggregating cells by education, race, and marital 
status. They find that from 2010 to 2016, two-thirds of the decline in labor force participa-
tion occurred within groups, and one-third was due to the shift across groups. However, it is 
possible that membership in some of the categories, such as marital status, is endogenously 
determined.
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The change between year t – k and year t can be written as

� � � � � �w w w wit it k i it it it i it k∑∑ ∑∑∆ = ∆ + ∆ ∆ = ∆ + ∆− −(2) and ,

or, a component due to the change in rates within groups (weighted by start-
ing or ending period population shares), and a component due to changes in 
population shares (weighted by ending or starting period participation rates).

Table 1 reports the labor force participation rate and population shares 
for 16 age-by-sex groups.7 There are notable declines in the labor force 
participation rate for young workers, both male and female. The popula-
tion shares have also shifted over time; the share of the population age 55 
and over rose from 26.3 to 35.6 percent from 1997 to 2017, while the share 
for age 25–54 fell from 57.5 to 49.3 percent. The table’s bottom two rows 
report Sitwit, where the population weights are for either 1997 or 2017. In 
general, the population has shifted toward groups with lower labor force 
participation rates, and this accounts for well over half the decline in the 
labor force participation rate. Using the decompositions in equation 2, 
the shift in the population shares can account for 65 percent [= (65.6 – 62.8)/
(67.1 – 62.8)] or 88 percent [= (67.1 – 63.3)/(67.1 – 62.8)] of the decline 
in labor force participation from 1997 to 2017, depending on whether 1997 
or 2017 population shares are used to weight changes in each group’s par-
ticipation rate. Clearly, the changing age distribution of the population has 
had a major influence on the labor force participation rate. However, the 
decline in the labor force participation rate of young workers, especially 
young men, is also quantitatively important. Regardless of which year’s 
population shares are used as weights, the decline in labor force participa-
tion of young men (age 16–24) from 1997 to 2017 accounts for almost one 
quarter of the decline in the overall labor force participation rate, or about 
triple their current share of the population.

A limitation of these decompositions is that there is no counterfactual 
comparison and no other factors are considered, apart from demographics. 
Furthermore, changing population shares could affect the labor force 
participation of different groups. These calculations are just account-
ing identities that highlight the potential magnitudes of various shifts in 
population groups.

7.  I use annual data because seasonally adjusted, smoothed population controls are not 
available for each group. Data for 2016 are the average of the first eight months of the year. 
In earlier years, the average of the first eight months of the year was close to the annual average, 
so no adjustment is made for seasonality.
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I.B.  Continuation of Past Trends?

As mentioned above, the decline in the labor force participation rate was 
faster in the last decade than in the preceding one. I next examine the extent 
to which the decline of 2.8 percentage points in the labor force participa-
tion rate since the start of the Great Recession represents a continuation of 
past trends that were already in motion, combined with shifts in population 
shares, or is a new development. Specifically, for each of the 16 groups 
listed in table 1, I estimated a linear trend from 1997 to 2006 by ordinary 

Table 1.  Labor Force Participation Rates and Population Shares for Selected 
Demographic Groups, 1997–2017a

Labor force participation rate 
(percent) Population share (percent)

Demographic group 1997 2007
2017,  

first half 1997 2007
2017,  

first half

Total 67.1 65.6 62.8 100.0 100.0 100.0

Men
Age 16–17 41.3 28.7 22.9 2.0 2.1 1.8
Age 18–19 63.9 55.2 47.5 1.9 1.8 1.6
Age 20–24 82.5 78.5 73.6 4.3 4.5 4.2
Age 25–34 92.9 92.2 88.9 9.6 8.2 8.5
Age 35–44 92.5 92.2 90.8 10.7 8.8 7.7
Age 45–54 89.4 88.2 86.2 8.0 9.1 8.1
Age 55–64 67.6 69.6 70.4 5.1 6.8 7.9
Age 65 and over 17.1 20.5 23.9 6.6 6.9 8.6

Women
Age 16–17 41.0 30.7 24.8 1.9 2.0 1.8
Age 18–19 61.2 53.7 47.5 1.8 1.7 1.5
Age 20–24 72.6 70.0 68.2 4.3 4.4 4.2
Age 25–34 76.0 74.4 75.3 9.9 8.5 8.7
Age 35–44 77.7 75.5 74.8 10.9 9.2 8.0
Age 45–54 76.0 76.0 74.4 8.4 9.6 8.4
Age 55–64 50.9 58.3 58.9 5.5 7.4 8.5
Age 65 and over   8.6 12.6 15.8 9.1 9.1 10.7

Aggregate of demographic groups

Sii,t × wi,1997
67.1 66.5 65.6

Sii,t × wi,2017
63.3 63.4 62.8

Sources: U.S. Bureau of Labor Statistics; author’s calculations.
a. Data are not seasonally adjusted, annual averages. The 2017 data are averages of data from January 

through June. Data for 1990 to 2016 have been adjusted to account for the effects of the annual population 
control adjustments to the Current Population Survey.
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least squares.8 This 10-year period was chosen because it encompasses the 
pre–Great Recession downward trend in labor force participation.9 I then 
extrapolate from the past decade’s trend over the next decade. To the extent 
that secular trends were affecting participation trends for various groups 
before the Great Recession (for example, education rising for some groups, 
and in turn affecting the trend in the labor force participation rate), this 
approach would reflect those developments. The online appendix figures 
show the trends for each subgroup, where the intercept has been adjusted 
so the fitted line matches the actual labor force participation rate in 1997.

The group with the biggest negative forecast residual compared with the 
previous decade’s trend is women age 55–64, who were predicted to expe-
rience a rise of 9 percentage points in their participation rate but actually 
experienced little change from 2007 to 2017 (see table 1 and online appen-
dix figure A15). In general, there was a form of mean reversion, with the 
groups with the sharpest downward (or upward) trends from 1997 to 2006 
experiencing more moderate downward (or upward) trends in the ensuing 
decade.

The dashed line in figure 3 aggregates across the group-specific trends 
using fixed 1997 population shares for each year. The dotted line uses the 
actual population shares for each year to weight the group’s predicted labor 
force participation rate to derive an aggregate rate.10 The difference between 
the dashed and the dotted lines highlights the importance of shifting popu-
lation shares. The labor force participation rate was almost 1 percentage 
point below its predicted level in 2015, which is probably a cyclical effect 
of the Great Recession; but this gap closed by 2017.

Figure 3 makes clear that the lion’s share of the decline in labor force 
participation since the start of the Great Recession is consistent with a con-
tinuation of past trends and shifting population shares. Extrapolating from 
the 1997–2006 trends for each group, and weighting by 1997 population 
shares, leads to a forecast that the labor force participation rate would have 

  8.  Although tables 2 and 3 suggest a quadratic trend fits the aggregate data better than a 
linear one, in 7 of the 16 subgroups, the quadratic term is insignificant in the period 1997–2016, 
and a linear trend does not do much injustice for describing the data for the other groups. 
Over such a short period, the linear extrapolation could be thought of as a first-order approxi-
mation to a more complicated trend.

  9.  If a 7-year sample period is used, the results are similar; and if a 15-year period is 
used, the trends are mostly flat.

10.  Formally, the predicted participation rate is the weighted sum of each group’s pre-
dicted labor force participation rate based on the linear trend for that group, where the weights 
are the group’s actual share of the population in the year: ̂t = S̂itwit, where ̂it is based on an 
extrapolation from the ordinary least squares estimated linear trend.
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fallen by about 1 percentage point from 2007 to 2017 as a result of pre
existing trends, or about 40 percent of the actual decline. Shifting population 
demographics can account for almost all the remaining gap.

I.C.  How Much of a Cyclical Recovery Should Be Expected?

A key question for economic policymakers is the extent to which labor 
force participation can recover from its two-decades-long decline. As 
emphasized so far, most of the decline in the participation rate since 2007 is 
the (anticipated) result of an aging population and group-specific participa-
tion trends that were in motion before the Great Recession.11 These trends 
could strengthen or reverse, but an aging workforce is likely to put down-
ward pressure on labor force participation for the next two decades. To the 
extent that there was a cyclical negative shock to participation, however, 
one might expect some recovery in the near term.

The rise of 0.6 percentage point in the (seasonally adjusted) labor force 
participation rate from September 2015 to March 2016 gave some hope that 
a cyclical recovery might be taking place. However, three considerations 
suggest that there will be only a limited and short-lived cyclical recovery 
in labor force participation. First, John Fernald and others (2017) find that 
by 2016, the cyclical component of the fall in labor force participation had 
essentially dissipated, regardless of the lag structure. Second, the season-
ally adjusted labor force participation rate has displayed no trend since 
March 2016, suggesting that the cyclical recovery may already be over, 
consistent with Fernald and others’ (2017) conclusion.

Third, the likelihood of transitioning into the labor force from out of the 
labor force edged down throughout the recovery, including in late 2015 and 
early 2016, when the labor force participation rate retracted 0.6 percentage 
point. Moreover, historically, there has been no tendency for the rate of 
transitions from out of the labor force into the labor force to behave cycli-
cally (Krueger, Cramer, and Cho 2014).

Given the preexisting downward trend in labor force participation for 
most demographic groups and the aging of the U.S. population, stabi-
lization in the labor force participation rate for a time may represent the 
best one could expect for a cyclical recovery. If a cyclical recovery in labor 
force participation is unlikely, then a reversal of secular trends toward 
a declining labor force is the only way to achieve an increase in labor 

11.  The CEA (2007; table 1-2 and box 1-2), for example, predicted an annual decline of 
0.2 to 0.3 percentage point in the labor force participation rate from 2007 to 2012 because of 
the aging of the baby boom cohort. See also Aaronson and others (2006, 2014).
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force participation. The next section focuses on secular trends toward non-
participation for key demographic groups.

II.  Secular Trends for Specific Groups

Given that most of the changes in the the labor force participation rate in 
the last decade reflect secular trends and shifting population shares, in this 
section I examine trends in participation for various demographic groups.

II.A.  Young Workers

Young people have exhibited the largest decline in labor force participa-
tion in the past two decades. To a considerable extent, however, this has been 
offset by their increased school enrollment. Figure 4 displays trends in the 
nonparticipation rate separately for young men and women age 16–24 from 
1985 to 2016. The share of young workers who were neither employed 
nor looking for a job increased significantly from 1994 to 2016. In 1994, 
29.7 percent of young men were not participating in the labor force, and in 
2016 this share was 43.0 percent.

Sources: U.S. Bureau of Labor Statistics; National Bureau of Economic Research.  
a. Shading denotes recessions. The data are not seasonally adjusted, annual averages. “Idle” refers to

persons who are neither enrolled in school nor participating in the labor force.  
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Figure 4.  Labor Force Nonparticipation and Idle Rates by Gender for Age 16–24, 
1985–2016a
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Nonparticipation in the labor force also rose for young women. How-
ever, if we remove individuals who were enrolled in school in the survey 
reference week, the story is quite different. The bottom two lines of figure 4  
show the percentage of men and women in this age group who were idle, 
defined as neither enrolled in school nor participating in the labor force. 
Young men still display an upward trend, but the share who were idle only 
rose from 7.4 to 9.9 percent from 1994 to 2016, while the trend for women 
is downward (from 15.9 to 12.7 percent over the same period).

A rise in school enrollment has therefore helped to offset much of the 
decline in participation. Given the significant increase in the monetary return 
to education that began in the early 1980s, this development could be viewed 
as a delayed and overdue reaction to economic incentives.

WORKING AGE YOUNG MEN  Mark Aguiar and others (2017) highlight the 
rise in nonwork and nonschool time by young men age 21–30, especially 
those with less than a college education. The share of non–college educated 
young men who did not work at all over the entire year rose from 10 percent 
in 1994 to more than 20 percent in 2015. Aguiar and others (2017) propose 
the intriguing hypothesis that the improvement in video game technology 
raised the utility from leisure for young men, contributing to a downward 
shift in labor supply and a more elastic response to wages.12 Although  
Aguiar and others (2017) are clear to point out that demand-side factors 
may also have contributed to the decline in the work hours of young men, 
and that their estimates of the shift in the labor supply curve due to changes 
in leisure technology for video and computer games only account for 20 to 
45 percent of the observed decline in market work hours of less educated 
young men, their hypothesis has generated keen interest. Here I briefly 
examine their video game hypothesis by comparing the self-reported emo-
tional experience during video game playing, television watching, and all 
activities, as well as more standard labor force, school enrollment, and 
time use data.

Preliminarily, the CPS data indicate that from October 1994 to October 
2014, the labor force participation rate of men age 21–30 fell by 7.6 per-
centage points, from 89.9 to 82.3 percent, and this decline was partially 
offset by an increase in school enrollment. Idleness—defined as not being 
enrolled in school, employed, or looking for work—rose by 3.5 percentage 
points over this period.

12.  Technically, their time use measure pertains to all game playing. I follow their prec-
edent of referring to the game playing activity in the American Time Use Survey as video 
game playing, as the increase in time devoted to this activity is most likely overwhelmingly 
the result of video game playing.
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Table 2 reports the amount of time that men age 21–30 spent engaged in 
various activities per week in 2004–07, 2008–11, and 2012–15.13 Market 
work hours declined by 3.3 hours per week (9 percent) from 2004–07 to 
2012–15. Increases in time devoted to education (1.4 hours), playing games 
(1.7 hours), and computers (0.6 hour) over this period more than offset the 
decline in the time spent working. If we limit the sample to young, NLF 
men (not shown), the time spent on education increased by an impressive 
5.9 hours, or 40 percent. The time devoted to education activities edged 
up 0.2 hour per week for young, NLF men with a high school education 
or less; but conditioning on low education would downwardly bias any 
increase in school enrollment in this age group over time. The time spent 
playing video games by young, NLF men rose from 3.6 hours per week in 

Table 2.  The Average Number of Hours Spent per Week on Activities by Men Age 21–30, 
2004–15a

Activity 2004–07 2008–11 2012–15

Change from 
2004–07 to 

2012–15

Sleeping 60.84 60.76 61.64 0.80
Work (including commuting) 37.10 36.05 33.77 –3.33
Watching TV 17.20 16.71 17.00 –0.20
Eating and drinking 7.42 7.48 7.39 –0.03
Grooming 3.91 4.07 4.06 0.14
Socializing 4.66 4.71 5.16 0.50
Food and drink preparation 1.33 1.69 1.94 0.61
Cleaning 1.22 1.32 1.08 –0.13
Reading 0.85 0.74 0.95 0.10
Shopping 2.04 1.85 1.80 –0.24
Laundry 0.40 0.45 0.56 0.16
Relaxing or thinking 1.44 1.38 1.51 0.07
Gardening 0.67 0.73 0.75 0.08
Child care 1.92 2.13 1.83 –0.09
Education 3.35 3.80 4.74 1.39
Adult care 0.12 0.12 0.13 0.01
Computer use 1.25 1.56 1.86 0.60
Playing games 2.05 3.28 3.72 1.67

No. of observations 2,705 2,638 2,308

Source: U.S. Bureau of Labor Statistics, American Time Use Survey.
a. The data are weighted using final weights, and include respondents who reported no time spent on 

an activity.

13.  The total amount of time per week spent in the listed activities does not add up to 
168 hours because some categories, such as travel, are omitted.
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2004–07 to 6.7 hours per week in 2012–15, while the time spent watching 
television fell from 23.7 to 21.8 hours over this period. As Aguiar and others  
(2017) conclude, video game playing is clearly drawing more attention from 
this group over time.

The American Time Use Survey (ATUS) for 2010, 2012, and 2013 
included a supplement on subjective well-being modeled on the Princeton 
Affect and Time Survey (Krueger and others 2009). Specifically, for three 
randomly selected episodes each day, respondents were asked to report—
on a scale from 0 to 6, where a 0 means they did not experience the feeling 
at all and a 6 means the feeling was very strong—how happy, sad, tired, and 
stressed they felt at that time. In addition, they were asked how much pain, 
if any, they felt at that time, and how “meaningful” they considered what 
they were doing. Because television is a leisure activity that is probably 
a close substitute for video games, I explore the self-reported emotional 
experience during the time spent playing video games and watching TV, 
and during all activities for young men.

If video game technology did indeed improve sufficiently to make 
engaging in the activity more enjoyable, one would expect to see better 
emotional states (for example, a higher rating of happiness) during the 
time spent playing video games than during the time spent watching TV. 
Moreover, with three observations per person, it is possible to control for 
individual fixed effects and compare young men’s reported experiences 
as they engage in different activities throughout the day. Table 3 shows 
estimates of fixed effects regressions of the various affect measures on a 
dummy indicating the time spent playing games, watching television, and 
using a computer. The omitted group is all other activities. To increase 
the sample size, the sample consists of men age 16–35. The results show 
some evidence that episodes that involve game playing are associated 
with greater happiness, less sadness, and less fatigue than episodes of TV 
watching, although stress is higher during game playing. Game playing 
also appears to be a more pleasant experience than using the computer for 
this group. Game playing, however, is not reported as a particularly mean-
ingful activity by participants; indeed, it is reported as less meaningful than 
other activities.

The ATUS also reveals that game playing is a social activity. For a little 
over half the time that young men play video games, they report that they 
were with someone while engaging in the activity, most commonly a friend. 
Furthermore, during 70 percent of the time that they were playing games, 
they report they were interacting with someone (presumably online when 
they were not present). As a whole, these findings suggest that it is possible 



Table 3.  Regressions of Various Affect Measures on Activity Indicators for Men Age 16–35a

Affect measure

Happiness 
(1)

Sadness 
(2)

Stress 
(3)

Tiredness 
(4)

Pain 
(5)

Meaning 
(6)

Constant 4.177***
(0.021)

0.512***
(0.021)

1.526***
(0.022)

2.277***
(0.025)

0.601***
(0.016)

4.226***
(0.029)

Gaming indicator 0.549***
(0.109)

–0.198**
(0.086)

–0.240**
(0.119)

–0.180
(0.209)

–0.022
(0.047)

–0.695***
(0.256)

TV indicator 0.082
(0.072)

–0.151*
(0.092)

–0.676***
(0.090)

0.507***
(0.088)

–0.079
(0.056)

–0.938***
(0.095)

Computer indicator –0.323
(0.203)

–0.004
(0.077)

–0.342*
(0.187)

0.090
(0.192)

–0.352
(0.214)

–0.947***
(0.266)

Person fixed effects Yes Yes Yes Yes Yes Yes
No. of observations 12,603 12,618 12,621 12,618 12,621 12,594

Test of equality of indicator variables
p value for gaming = TV 0.000 0.662 0.002 0.002 0.340 0.343
p value for gaming = computer 0.000 0.081 0.633 0.323 0.113 0.468

Sources: U.S. Bureau of Labor Statistics, American Time Use Survey, Well-Being Module; author’s calculations.
a. The sample is pooled over 2010, 2012, and 2013 for men age 16–35. The regressions are weighted using the Well-Being Module’s adjusted pooled activity weights. 

Standard errors are in parentheses. Statistical significance is indicated at the ***1 percent, **5 percent, and *10 percent levels.
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that, as Aguiar and others (2017) argue, improvements in video games 
have increased the enjoyment young men derive from leisure in a conse-
quential way.

II.B.  Prime Age Men

Although the labor force participation rate of prime age men has trended 
down in the United States and other economically advanced countries for 
many decades, by international standards the labor force participation rate 
of prime age men in the United States is notably low. Because prime age 
men have the highest labor force participation rate of any demographic 
group, and have traditionally been the main breadwinners for their families, 
much attention has been devoted to the decline in participation of prime 
age men in the United States.14 Evidence given by Chinhui Juhn, Kevin 
Murphy, and Robert Topel (1991, 2002) and by Katharine Abraham and 
Melissa Kearney (2018) suggests that the secular decline in real wages of 
less skilled workers is a major contributor to the secular decline in their labor 
force participation rates. The Council of Economic Advisers (CEA 2016) 
reaches a similar conclusion, because the decline in labor force participation 
has been steeper for less educated prime age men. Figure 5 shows that the 
labor force participation rate of prime age men fell at all education levels, 
but by substantially more for those with a high school degree or less.

Here I highlight a significant supply-side barrier to the employment 
prospects of prime age men, namely, health-related problems.15 Table 4 
reports the distribution of men and women reporting their health as excel-
lent, very good, good, fair, or poor, based on the 2010, 2012, and 2013 
ATUS Well-Being Module (ATUS-WB).16 Forty-three percent of prime age, 
NLF men reported their health as fair or poor, compared with just 12 per-
cent of employed men and 16 percent of unemployed men. NLF women 
are also more likely to report being in only fair or poor health compared 
with employed women, but the gap is smaller—31 versus 11 percent. Thus, 
health appears to be a more significant issue for prime age men’s participa-
tion in the labor force than for prime age women’s, so in this section I focus 

14.  Eberstadt (2016), for example, calls the increase in jobless men who are not looking 
for work “America’s invisible crisis.”

15.  Coglianese (2016) finds that about half the decline in labor force participation for 
prime age men is due to permanent exits, and that only 20 to 30 percent of the decline is due 
to reduced labor demand, suggesting a major role for supply-side factors.

16.  The exact question is: “Would you say your health in general is excellent, very good, 
good, fair, or poor?” Self-reported subjective health questions have been found to correlate 
reasonably well with objective health outcomes in the past.



Sources: U.S. Bureau of Labor Statistics; National Bureau of Economic Research. 
a. Shading denotes recessions. The data are not seasonally adjusted, annual averages. The 2017 data 

point is the average of data from January through May. 
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Figure 5.  The Labor Force Participation Rate for Men Age 25–54 by Educational  
Attainment, 1948–2017a

Table 4.  Self-Reported Health Status for Workers Age 25–54 by Labor Force Statusa

Labor force status (percent)

Health status Employed Unemployed
Not in the  
labor force

Men
Excellent 20.0 19.5 12.3
Very good 36.3 29.2 20.6
Good 31.9 35.1 24.4
Fair 10.7 13.9 25.4
Poor 1.2 2.3 17.3
No. of observations 7,277 468 683

Women
Excellent 20.9 16.3 16.6
Very good 37.0 25.6 24.0
Good 30.9 36.3 28.0
Fair 10.0 18.1 19.3
Poor 1.1 3.7 12.1
No. of observations 7,453 637 2,265

Sources: U.S. Bureau of Labor Statistics, American Time Use Survey, Well-Being Module; author’s 
calculations.

a. The sample is pooled over 2010, 2012, and 2013 for individuals age 25–54. The data are weighted 
using the Well-Being Module’s final weights.
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on documenting the nature, and probing the veracity, of their health-related 
problems. Although it is certainly possible that extended joblessness and 
despair induced by weak labor demand could have caused or exacerbated 
many of the physical, emotional, and mental health–related problems that 
currently afflict many prime age, NLF men, the evidence in this section 
nonetheless suggests that these problems are a substantial barrier to work-
ing that would need to be addressed to significantly reverse the downward 
trend in participation.

Beginning in 2008, the BLS has regularly included a series of six func-
tional disability questions in the monthly CPS. For example, the survey 
asks, “Is anyone [in the household] blind or does anyone have serious diffi-
culty seeing even when wearing glasses?”17 Pooling all the data from 2008 
to 2016, the answers to these questions are reported in table 5, by labor 
force status for prime age men. At least one disability was reported for 
34 percent of prime age, NLF men, and this figure rises to 42 percent for the  

Table 5.  Disability Rates Conditional on Labor Force Status for Men Age 25–54, 
2009–17a

Labor force status (percent)

Disability Employed Unemployed
Not in the 
labor force

Difficulty dressing or bathing 0.2 0.4 7.4
Deaf or difficulty hearing 0.9 1.5 4.0
Blind or difficulty seeing 0.4 1.0 4.0
Difficulty doing errands such as shopping 0.3 0.9 14.9
Difficulty walking or climbing stairs 0.8 2.1 19.6
Difficulty concentrating, remembering,  

or making decisions
0.8 2.6 16.5

Any disability 2.6 6.0 33.7
Multiple disabilities 0.5 1.6 18.6

No. of observations 2,130,004 143,446 280,772

Source: U.S. Bureau of Labor Statistics, Current Population Survey.
a. The sample is pooled over January 2009 to May 2017 for men age 25–54. Specific disabilities are 

not mutually exclusive.

17.  One could question whether this measure results in an underestimate or overestimate 
of the “true” disability rate. On one hand, the list is restricted to just six conditions (for exam-
ple, speech and language disorders are omitted). In addition, there could be a stigma attached 
to reporting physical, emotional, and mental health conditions for household members. On 
the other hand, a disability could be self-reported because it is a more socially acceptable 
reason for joblessness than the alternative.
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subset of men age 40–54.18 Perhaps surprisingly, prime age, white men were 
more likely to report having at least one of the six conditions (35.8 percent) 
than were prime age, African American men (32.3 percent) or Hispanic men 
(29.3 percent). At least one disability condition was reported for 40 percent 
of nonparticipating prime age men with a high school education or less. The 
most commonly reported disabilities were “difficulty walking or climbing 
stairs” and “difficulty concentrating, remembering, or making decisions”;  
about half reported multiple disabilities. Only 2.6 percent of employed 
men and 6.0 percent of unemployed men in this age group reported a 
disability.

The top panel of figure 6 shows the probability of being out of the labor 
force conditional on having a disability each year from 2008 to 2017. The 
probability of being out of the labor force conditional on having a disability 
has trended up, which suggests that the improvement in the job market over 
this period is not drawing disabled individuals back to work. Pooling all the 
data together, the bottom panel of figure 6 shows the probability of being 
out of the labor force for each of the six conditions, for those who indicate 
having any of the six conditions, and for the subset with multiple con-
ditions. Those who have difficulty dressing, running errands, walking, or 
concentrating have a much lower labor force participation rate than those 
who are blind or have difficulty seeing or hearing.

PREVALENCE OF PAIN AND PAIN MEDICATION: ATUS AND CDC  For randomly 
selected episodes of the day, the ATUS-WB asked respondents, “From  
0 to 6, where a 0 means you did not feel any pain at all and a 6 means you 
were in severe pain, how much pain did you feel during this time if any?” 
The first row of table 6 reports the average pain rating by labor force status 
(weighted by episode duration), and the second row reports the fraction of 
time respondents reported a pain rating above 0, indicating the presence of 
some pain. The results indicate that individuals who are out of the labor 
force report experiencing a greater prevalence and intensity of pain in 
their daily lives. As a group, workers who are out of the labor force report 

18.  A natural question is whether an increase in the number of disabled military veterans 
returning to civilian life has contributed to the decline in the labor force participation rate. 
The short answer is that this does not appear to be the case. The share of prime age, NLF 
men who are veterans has declined, from 11.4 percent in 2008 to 9.7 percent in 2016. More-
over, the proportion of prime age men who are veterans has trended down over the last two 
decades as the large cohort of Vietnam-era veterans has aged out of the prime age category. 
Nevertheless, about 40 percent of veterans who are out of the labor force report a significant 
disability, so any strategy to assist veterans to return to the labor force would need to address 
disability issues.
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Sources: Current Population Survey; author’s calculations. 
a. The 2017 data point is the average of data from January through May. 
b. The bar heights are averages of data from January 2009 through May 2017. 
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feeling pain during about half their time. And for those who report a dis-
ability, the prevalence and intensity of pain are higher—disabled prime 
age men who are out of the labor force report spending 70 percent of 
their time in some pain, and an average pain rating of 3.0 throughout the 
survey day.

Comparing the daily pain ratings of employed and NLF men who report 
a disability indicates that the average pain rating is 89 percent higher for 
those who are out of the labor force. Moreover, for five of the six disability 
categories, reported pain is more prevalent and more intense for those who 
are out of the labor force than for those who are employed. These results 
suggest that the disabilities reported for prime age men who are out of 
the labor force are more severe than those reported for employed men, on 
average.

The ATUS-WB also asked respondents, “Did you take any pain medica-
tion yesterday, such as Aspirin, Ibuprofen or prescription pain medication?” 
Fully 44 percent of prime age, NLF men acknowledged taking pain medi-
cation the previous day, although this encompasses a wide range of medi-
cations. This rate was more than double that of employed and unemployed 

Table 6.  Prevalence of Pain and Pain Medication Use for Men Age 25–54  
by Labor Force Statusa

Labor force status

Measure of pain Employed Unemployed
Not in the  
labor force

All men age 25–54
Average pain rating from 0 to 6 0.75 0.87 1.96
Percentage of time spent with pain 29.8 29.0 53.2
Percentage who took pain medication 

yesterday
20.2 18.9 43.5

No. of activities 21,650 1,391 2,021
No. of observations 7,277 468 683

Disabled men age 25–54
Average pain rating from 0 to 6 1.56 1.25 3.00
Percentage of time spent with pain 54.6 29.7 70.0
Percentage who took pain medication 

yesterday
32.4 12.4 57.7

No. of activities 564 74 811
No. of observations 191 25 276

Source: U.S. Bureau of Labor Statistics, American Time Use Survey, Well-Being Module.
a. The sample is pooled over 2010, 2012, and 2013 for men age 25–54. Average pain ratings are 

weighted using the Well-Being Module’s adjusted pooled activity weights. Time spent with pain and pain 
medication use are weighted using the Well-Being Module’s final weights.
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men. (The gap was not as great for prime age women; 25.7 percent of 
employed women reported taking pain medication on the reference day, 
compared with 34.7 percent of NLF women.) And if we limit the com-
parison to men who report a disability, those who were out of the labor 
force were more likely to report having taken pain medication (58 percent) 
than were those who were employed (32 percent), again suggesting the 
disabilities are more severe, on average, for those who are out of the labor 
force. The high rate of pain medication utilization for NLF men is possibly 
related to Case and Deaton’s (2015, 2017) finding of a rise in mortality for 
middle age whites due to accidental drug poisonings, especially from 
opioid overdoses, from 1999 to 2013. I return to this issue below.

Since 1997, the Centers for Disease Control and Prevention’s (CDC’s) 
National Health Interview Survey has annually asked cross sections of 
more than 300,000 individuals whether they experienced pain in the last 
three months. Specifically, respondents are instructed, “Please refer to pain 
that LASTED A WHOLE DAY OR MORE. Do not report aches and 
pains that are fleeting or minor.” The top panel of figure 7 displays trends 
in the percentage of prime age men reporting pain in the last three months 
by labor force status.19 (Beginning in 2005, the unemployed can be distin-
guished from other nonemployed workers.) Although the data are volatile 
from year to year, there is a slight upward trend in the share of NLF and 
unemployed prime age men who report experiencing pain in the last three 
months. The trend is essentially flat for employed men, and for men as a 
whole. Despite the extraordinary rise in the use of opioid pain medication 
over this period, there is no indication of a decline in the proportion of men 
who report feeling pain.

The National Health Interview Survey data displayed in the bottom 
panel of figure 7 also suggest that the employment consequences of feel-
ing pain have increased. In 1997, prime age men who reported experienc-
ing pain in the past three months were 6 percentage points less likely to 
work than were those who reported that they did not experience pain; by 
2015, this difference had increased to 10 percentage points.

PRESCRIPTION PAIN MEDICATION, DISABILITY, AND LABOR FORCE DROPOUTS: 

THE PRINCETON PAIN SURVEY  To better understand the role of pain and pain 
medication in the life of prime age men who are neither working nor 
looking for work, I conducted a short online panel survey of 571 NLF men 

19.  Any individual who reported lower back pain, neck pain, leg pain, or jaw pain is 
coded as having experienced pain. For the details of the survey, see https://www.cdc.gov/
nchs/nhis/.
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Sources: Centers for Disease Control and Prevention, National Health Interview Survey; National Bureau 
of Economic Research; author’s calculations. 

a. Shading denotes recessions. Pain must last a whole day or more, and includes back pain, neck pain, 
leg pain, jaw pain, severe headaches, and migraines. The intervals shown for each year represent one 
standard error. 

b. Not employed includes both unemployed and not in the labor force.
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age 25–54 using an Internet panel provided by Survey Sampling Inter
national (henceforth, the Princeton Pain Survey, PPS).20 The first wave  
of the survey was conducted over the period September 30, 2016, to 
October 2, 2016. The results of this survey underscore the role of pain in 
the lives of nonworking men, and the widespread use of prescription pain 
medication. Fully 47 percent of prime age, NLF men responded that they 
took pain medication the previous day, slightly higher than but not signifi-
cantly different from the corresponding share for the ATUS sample. Nearly  
two-thirds of those who took pain medication indicated that they took 
prescription pain medication (in 36 percent of these cases, the men reported 
that they also took over-the-counter pain medication); see figure 8. Thus, 
on any given day, 30 percent of prime age, NLF men took pain medica-
tion, most likely an opioid-based medication. And these figures likely 

Source: Princeton Pain Survey.
a. The data are based on 571 responses to the question, “Did you take any pain medication yesterday?” 

The survey was administered between September 30, 2016, and October 2, 2016. 

None, 53%

Prescription, 19%

Both, 11%

Over the counter, 17%

Figure 8.  Consumption of Pain Medication by Men Age 25–54 Who Are Out  
of the Labor Forcea

20.  We screened for men age 25–54 who did not work in the previous week, were not 
absent from a job, and did not search for a job in the previous week. Because the BLS defini-
tion of “out of the labor force” requires that individuals did not search for a job in the past 
four weeks, our definition is a bit less restrictive. Weights were developed to match the 2016 
CPS Annual Social and Economic Supplement by age group (25–40 and 41–54), race, and 
Hispanic ethnicity. Weighted percentages are reported in the text. The survey was conducted 
using Qualtrics software.
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understate the actual proportion of men taking prescription pain medica-
tion, given the stigma and legal risk associated with reporting the taking 
of narcotics.

Forty percent of this sample of prime age men responded “yes” when 
asked directly, “Does pain prevent you from working on a full-time job 
for which you are qualified?” Two-thirds of the men in the PPS reported 
that they had a disability, which is about double the rate in the CPS for 
prime age, NLF men. The higher disability rate partly resulted because 
respondents could write “other” in addition to the BLS’s six conditions, 
and 16 percent filled out other.21 It is also possible that men who are 
drawn to participate in Internet surveys are more likely to suffer from a 
disability, or that the CPS understates the number of prime age men with 
a disability.

A follow-up online survey conducted July 7–14, 2017, attempted to 
interview the 376 respondents who continued in the PPS panel, a little over 
9 months after the initial survey. A total of 156 prime age men responded 
to the follow-up survey, or 41 percent of those who were eligible. Six of 
the respondents said that they had a steady, full-time job and were dropped 
from the sample, so the resulting analysis sample has 150 observations. 
Table 7 reports a cross-tabulation indicating the proportion who took 
prescription pain medication in the preceding day in waves 1 and 2 of the 
survey. The cross-tabulation indicates the persistence of taking pain medi-
cation, which is consistent with studies that find high rates of addiction to 
opioid medication (Frieden and Houry 2016). Nearly 80 percent of those 
who took prescription pain medication in the initial survey reported taking 
it in the follow-up survey.

Table 7.  Percentage of Men Age 25–54 Taking Prescription Pain Medicationa

Wave 2

Wave 1 No Yes

No 64.9   8.1
Yes   6.1 20.9

Source: Princeton Pain Survey.
a. The sample consists of 150 respondents who did not have a steady, full-time job during wave 2 

of the survey. The data are weighted using survey weights that have been adjusted to match age, race, 
and ethnicity figures from the Current Population Survey’s Annual Social and Economic Supplement 
for 2016.

21.  Common write-in responses for those who marked “other” included anxiety disorder, 
back pain, cancer, chronic pain, epilepsy, heart condition, and sleep disorder.
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Individuals in the follow-up survey were asked, “About how often would 
you say that you take prescription pain medication?” Almost a quarter 
(24 percent) responded that they took it every day, another 18 percent said 
more than once a week, and 3 percent said once a week. A minority (41 per-
cent) responded “never.” All respondents except those who said they never 
take prescription pain medication were asked, “How do you usually pay for 
prescription pain medication? (Mark all that apply.)” The results are shown 
in table 8. It is clear that government health insurance programs (Medicaid, 
Medicare, Veterans Affairs) play a major role in providing pain medication 
to this group. Two-thirds of respondents used at least one of these govern-
ment programs to purchase prescription pain medication, with the largest 
group relying on Medicaid.

Respondents were asked, “What is the source of pain that typically causes 
you to take pain medication?” Overwhelmingly, they selected a non-work-
related injury over a work-related one—88 percent to 12 percent.

In the first wave of the PPS, respondents were asked about their partici-
pation in various income support programs. Table 9 provides the responses. 
Half the prime age, NLF men report participating in at least one program. 
Thirty-five percent of the prime age, NLF men indicated that they were on 
Social Security Disability Insurance (SSDI), compared with 25 percent in 
the May 2012 CPS disability supplement (BLS 2013). The difference is 
likely a result of the PPS sample being nonrepresentative, underreporting 
in CPS, and an increase in SSDI participation from May 2012 to July 2017. 
Workers’ compensation insurance is a much less frequent source of income 

Table 8.  Percentage of Men Age 25–54 Taking Prescription Pain Medication  
Using Various Methods of Paymenta

Payment method Percent

Out of pocket 24.7
Private health insurance 13.0
Medicaid 37.7
Medicare 29.2
Veterans Affairs or Tricareb   9.6
Other 10.3

Source: Princeton Pain Survey.
a. The sample consists of 94 respondents who did not have a steady, full-time job during wave 2 of 

the survey. The data are weighted using survey weights that have been adjusted to match age, race, 
and ethnicity figures from the Current Population Survey’s Annual Social and Economic Supplement 
for 2016.

b. Veterans Affairs and Tricare are not explicit categories, but were often listed if the respondent 
selected “other.” Respondents citing these methods are not included in the total for the “other” category.
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support than SSDI, consistent with work-related injuries being reported as 
a source of pain in only a small percentage of cases.

In the PPS follow-up survey, respondents who were not currently on 
SSDI were asked if they had ever applied for SSDI. Fully 30 percent of 
those asked indicated that they had previously applied for SSDI.22 Many of 
these individuals could be in the process of applying for SSDI or appealing 
a decision, which could influence their current labor supply incentives.23 If 
the fraction of prime age, NLF men on SSDI is between 25 and 35 per-
cent, then about half of all prime age, NLF men could have applied for 
SSDI at some point. This suggests that the program’s reach is substantially 
larger than previously appreciated.

The role of SSDI in reducing male labor force participation has long 
been debated by economists (Parsons 1980; Bound 1989). The CEA (2014) 
reports that the fraction of prime age men on disability insurance rose from 
1 to 3 percent between 1967 and 2014, while the labor force participation 
rate of this group fell by 7.5 percentage points, which suggests that dis-
ability insurance could at most account for a quarter of the decline in par-
ticipation over this period. Also, estimates of the causal effect of disability 

22.  Among the subset of individuals who were not on any income support program, 
20 percent reported that they had previously applied for SSDI.

23.  The Social Security Administration (2017, p. 7) advises applicants for SSDI: “If 
you’re working and your earnings average more than a certain amount each month, we gen-
erally won’t consider you to be disabled.” Von Wachter, Song, and Manchester (2011) find 
that a substantial number of male applicants age 30–44 who are rejected from SSDI tend 
to work postapplication, while relatively few rejected applicants age 45–64 are employed 
postapplication.

Table 9.  Percentage of Men Age 25–54 in Income Support Programsa

Income support program Percent

Workers’ compensation   1.8
Social Security Disability Insurance 35.0
Supplemental Security Income 10.1
Veterans disability compensation   6.0
Disability insurance   5.2
Other   2.4
None 49.6

Source: Princeton Pain Survey.
a. The sample consists of 571 respondents. The order of response categories was randomized across 

respondents (except for “other” and “none”). The data are weighted using survey weights that have been 
adjusted to match age, race, and ethnicity figures from the Current Population Survey’s Annual Social 
and Economic Supplement for 2016.
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insurance suggest that the availability of benefits is responsible for even 
less of the decline in participation. The evidence reported here on the high 
incidence of pain experienced by the disabled, especially those who are out 
of the labor force, suggests that physical and mental health ailments are a 
barrier to participating in many activities.24

II.C.  Women

As mentioned above, the aggregate labor force participation rate in the 
United States stopped rising after 2000 because the participation rate of 
women stopped rising. Starting in 2007, the participation rate began to 
fall for women overall, although the rate had already been declining for 
younger women over the previous decade. America’s relative standing 
among economically advanced countries in terms of the labor force par-
ticipation rate of women also slipped. A particularly interesting comparison 
is with Canada.25 The participation rate of women in Canada was roughly 
equal to that in the United States in the late 1990s, but it continued to 
grow for another decade in Canada, while it plateaued and then declined  
in the United States. For prime age women, from 1997 to 2015 the partici-
pation rate rose from 76 to 81 percent in Canada, while it fell from 77 to  
74 percent in the United States. Marie Drolet, Sharanjit Uppal, and Sébastien 
LaRochelle-Côté (2016) find that the participation rate of women in the 
United States has declined at all education levels since the 1990s, but it has 
declined more for women with a high school education or less, especially 
those age 25-44. In Canada, by contrast, the participation rate has risen for 
all education groups.

Francine Blau and Lawrence Kahn (2013) conclude that the expan-
sion of “family-friendly” policies, including parental leave and part-time 
work entitlements, explains 29 percent of the decrease in women’s labor 
force participation in the United States relative to other countries in the 
Organization for Economic Cooperation and Development.26 Given that 
the biggest gap between women’s labor force participation in Canada 
and the United States opened up among less educated women of child-
bearing age, who are unlikely to receive paid maternity leave and other 
family benefits, it is plausible that family leave policies, along with the rise 
in the education–income gradient in the United States, also account for a 

24.  See Krueger and Stone (2008) on the relationship between pain and time use.
25.  Matthew Notowidigdo expands on this relationship between the United States and 

Canada in his comment.
26.  Dahl and others (2016), however, find that the extension of maternity benefits from 

18 to 35 weeks in Norway had little effect on labor force participation.
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significant share of the rising gap in participation between women in the 
United States and Canada.27

There is also evidence that generational shifts, which drew increasing 
numbers of women into the workforce, have come to an end in the United 
States.28 This implies that the historic gains in women’s labor force par-
ticipation that resulted from the entry of new birth cohorts and the exit of 
older ones will no longer lead to rising participation. Figure 9 displays the 
labor force participation rates of five cohorts of women based on 10 year- 
of-birth intervals over the life cycle from age 16 to 75, using data from 
the 1962–2016 CPS Annual Social and Economic Supplement (ASEC). 
The age displayed along the horizontal axis refers to the age of the middle 
birth year cohort. (That is, for the 1937–46 birth cohort, the horizontal axis 
marks the age of those born in 1941, and so on.) The cross-cohort pattern 

Sources: Current Population Survey, Annual Social and Economic Supplement; National Bureau of 
Economic Research; author’s calculations. 

a. The data are from 1962 to 2016. The line captions mark the birth year cohorts. 
b. The horizontal axis marks the age of the middle birth year cohort. 
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Figure 9.  Female Labor Force Participation Rates by Birth Cohort and Agea

27.  Moffitt (2012) highlights the puzzling fact that the employment rate declined for 
unmarried women without children, and also for higher-educated women.

28.  See Juhn and Potter (2006) for an early discussion of this issue. Goldin and Mitchell 
(2017) highlight that the life cycle labor force participation profile of women evolved from 
an inverted U shape for cohorts born before the 1950s to a fairly flat shape with a sagging 
middle for those born after the mid-1950s.
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makes clear that at all ages, women in the 1947–56 cohort were more likely 
to participate in the labor force than were women of the same age born a 
decade earlier. The increase in labor force participation across succeed-
ing cohorts was particularly evident for women age 21–45. But the cohort 
life cycle profiles essentially stopped rising after the 1957–66 cohort, and 
women in the 1977–86 cohort were actually less likely to work at a given 
age than were women born a decade earlier. And though it is impossible to 
separate out calendar time, age, and birth year effects, these generational 
developments are unlikely to represent time effects because they have been 
occurring over several years, and because participation is not very sensitive 
to the business cycle.

The cohort pattern in figure 9 also helps explain another anomaly: 
Why did women age 55–64 exhibit the biggest break from the trend over 
the last decade, as shown in online appendix figure A15? The answer 
appears to be that as women born in the late 1940s and early 1950s aged out 
of the 55–64 age bracket, they were replaced by a succeeding generation of 
women who had about the same level of participation as the 1947–56 birth 
cohort when they were both in their late 40s and early 50s. An implica-
tion of this pattern is that a continuation of the sharp rise in participation 
over recent decades for women age 65 and over, which is evident in online 
appendix figure A16, is likely in jeopardy, as the 1950s birth cohort gives 
way to the 1960s birth cohort, which had roughly the same labor force 
participation rate in midlife.

The finding that the cohort labor force participation profiles stopped 
rising for younger women age 21–40, who are much more likely to be 
engaged in raising a family, highlights the potential for workplace flexibil-
ity and family-friendly policies to raise labor force participation. Clearly, 
the United States can no longer rely on the past tendency of succeeding 
generations of women to enter the labor force at earlier ages to lift the 
aggregate labor force participation rate.

LABOR FORCE NONPARTICIPATION FOR REASONS OTHER THAN HOME RESPON​- 

SIBILITIES  An important distinction for NLF women involves those who say 
they are not working mainly because of “home responsibilities” and those 
who are not working for other reasons. In 1991, 77 percent of prime age, NLF  
women were not working because of home responsibilities; and in 2015, 
that figure had declined to 60 percent, according to CPS and ASEC data. 
(Note that these questions on labor force participation relate to the cal-
endar year, as opposed to the survey reference week.) Among those who 
cited something other than home responsibilities as the main reason for 
not working, the rise in nonparticipation for women parallels that of men 
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(figure 10).29 Excluding those who cite home responsibilities, the distribu-
tion of reasons for not working for women also roughly equals that of men, 
with disability or illness representing the largest category. As we shall see 
below, the distinction between home responsibilities and other reasons also 
has a meaningful effect on subjective well-being for NLF women.

II.D.  Retirees

As emphasized in section I, a major reason for the decline in labor 
force participation after 2007 is that the large baby boom cohort started 
to reach retirement age, as had long been expected. Those born in 1946,  
at the beginning of the baby boom, would have qualified for Social Security 
retirement benefits starting in 2008.

Further evidence of the profound effect of retirement on the U.S. work-
force is shown in figure 11, which shows the percentage of individuals age 
16 and older who are classified as retired in the CPS.30 The share of the 
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Sources: Current Population Survey, Annual Social and Economic Supplement (data provided by Steven 
Hipple); U.S. Bureau of Labor Statistics (data provided by Steven Hipple); National Bureau of Economic 
Research.

a. Shading denotes recessions.

Figure 10.  Persons Age 25–54 Who Were Not in the Labor Force during the Past Year 
for Reasons Other Than “Home Responsibilities,” 1991–2015a

29.  Steven Hipple of the BLS generously shared these tabulations with me. Also see 
Lysy (2016) for an analysis of these data.

30.  This is based on the EMPSTAT variable in the IPUMS-CPS data.
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population age 16 and older that was retired hovered around 15 percent 
from 1994 to 2007, and then rose from 15.4 to 17.6 percent from 2007 to 
2017. This 2.2 percentage point rise in the retirement rate over this period 
almost matches the 2.8 percentage point drop in the labor force participa-
tion rate over the same period. By gender, the retirement rate has increased 
by 2.2 percentage points for men and 2.1 percentage points for women 
since 2007. Because retirements tend to be permanent exits from the labor 
force, and the main reason for the decline in labor force participation over 
the past decade is the increasing number of retirements due to the aging of 
the baby boom generation, this is another reason to expect relatively little 
cyclical recovery in labor force participation in the near term.

III.  Subjective Well-Being

This section evaluates the self-reported subjective well-being (SWB) of 
various demographic groups by labor force status. A comparison of SWB 
across labor force groups is of interest for two reasons. First, low levels 
of SWB can point to social problems for particular groups and potentially 
large welfare gains from successful interventions. Second, if the members 

Sources: Current Population Survey; National Bureau of Economic Research; author’s calculations. 
a. Shading denotes recessions. The retirement rate is the share of the population age 16 and older that 

reports being retired. The data are not seasonally adjusted, annual averages. The 2017 data point is the 
average of data from January through May. 
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Figure 11.  Retirement Rates by Gender, 1994–2017a
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of a group that is out of the labor force exhibit a high degree of SWB, it is 
probably unlikely that they are severely discontented with their situation 
and are eager to change their labor force status. Of course, SWB is diffi-
cult to measure and compare across individuals, so the usual caveats apply 
when using SWB measures.

Two types of measures of SWB are available from the ATUS-WB. The 
first is the Cantril ladder, a self-anchoring scale that asks respondents to 
evaluate their life in general, which was included in the 2012 and 2013 
waves of the survey.31 The exact question wording is:

Please imagine a ladder with steps numbered from 0 at the bottom to 10 at the 
top. The top of the ladder represents the best possible life for you and the bottom 
of the ladder represents the worst possible life for you. If the top step is 10 and 
the bottom step is 0, on which step of the ladder do you feel you personally stand 
at the present time?

The second measure is the affect rating of randomly selected episodes of 
the day. This includes ratings of happiness, sadness, stress, pain, mean-
ingfulness, and tiredness on a 0–6 scale. I compute the duration-weighted 
average of these affect measures as well as the U index. The U index is 
defined here as the proportion of time in which the rating of sadness or 
stress exceeds the rating of happiness. Daniel Kahneman and Krueger 
(2006) emphasize that the U index is robust if respondents interpret the 
scales differently, as long as they apply the same monotonic transformation 
to both positive and negative emotions.

The measures are summarized for men and women in tables 10 and 11, 
respectively. The tables report the mean Cantril ladder rating for each group. 
Figure 12 further shows the cumulative distributions of the Cantril ladder 
for each group, where the horizontal axis is arrayed in reverse numerical 
order (from 10 to 0) so that distributions that lie above lower ones totally 
dominate in terms of the ladder of life.

A few findings are noteworthy. First, young NLF men and women seem 
remarkably content with their lives. As a group, young people who are 
not in the labor force report that their lives are on a higher step of the 
Cantril ladder of the best possible life than do employed individuals of a 
similar age. On a moment-to-moment basis, there are only small and typi-
cally statistically insignificant differences in the duration-weighted average 

31.  See Kahneman and Deaton (2010) for a comparison of the correlates of the Cantril 
ladder and daily emotional well-being. They find that the Cantril ladder is more strongly 
correlated with education and income, while daily emotional well-being is more closely cor-
related with loneliness and health.
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reported emotions across youth who are employed, unemployed, and out 
of the labor force.

Second, unlike youth, prime age men who are employed are consider-
ably more satisfied with their lives in general than are men who are out of 
the labor force or unemployed. Prime age, NLF men are between employed 
and unemployed men on the Cantril ladder of life, but closer to unemployed 
men. The emotional experiences over the course of the day, however, 
indicate that NLF men are less happy, more sad, and more stressed than 
unemployed men, reversing the ranking from the Cantril ladder. Moreover, 
the U index (which measures unpleasant time but omits pain) is higher for 
NLF men than for unemployed men. This reversal suggests that there may 
be more adaptation in overall quality of life expectations for NLF men than 
there is in terms of their moment-to-moment experience. In other words, 
prime age, NLF men, who often have a significant disability, may have 
lowered their views of the best possible life they could expect, and reported 
their step on the Cantril ladder in relation to this compressed ladder, while 
their reporting of emotional experience was not recalibrated with respect to 
expectations. If this is the case, then the low SWB of prime age, NLF men 
should be an even bigger social concern based on the emotional data than 
on the ladder-of-life data.32

One factor that likely contributes to the low level of emotional well-
being of prime age, NLF men is the relatively high amount of time they 
spend alone. Prime age, NLF men spend nearly 30 percent of their time 
alone, compared with 18 percent for prime age, employed men and 17 per-
cent for prime age, employed women. Kahneman and Deaton (2010) find 
that time spent alone correlates more strongly with daily emotional well-
being, while income and education correlate more strongly with evaluative 
well-being.

Third, unlike men, the SWB of prime age, NLF women is closer to that 
of employed women than it is to that of unemployed women. In fact, the 
U index is lower for prime age, NLF women than for prime age, employed 
women. NLF women report higher levels of happiness and sadness but less 
stress than employed women. Unlike men, women who are out of the labor 
force report deriving considerable meaning from their activities. These 
results do not paint a picture of NLF women as a group being discontented 
with their lives or daily routines and therefore being eager to return to work.

32.  For the sample of men age 21–30 who were out of the labor force, I find that the 
Cantril ladder is closer to employed men than to unemployed men, but the U index indicates 
that they have much lower emotional experience than employed and unemployed men.
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Table 10.  Subjective Well-Being for Mena

Men, age 16–70 Men, age 16–24

Affect measure All Employed Unemployed
Not in the 
labor force p valueb All Employed Unemployed

Not in the 
labor force p valueb

Happiness 4.23 4.25 4.23 4.18 0.436 4.25 4.26 4.32 4.20 0.685
Tiredness 2.24 2.28 1.95 2.21 0.000 2.31 2.37 2.25 2.25 0.614
Stress 1.41 1.45 1.40 1.27 0.001 1.20 1.27 1.13 1.13 0.399
Sadness 0.59 0.53 0.70 0.77 0.000 0.42 0.40 0.53 0.39 0.312
Pain 0.88 0.73 0.89 1.39 0.000 0.47 0.47 0.56 0.44 0.497
Meaning 4.21 4.27 4.19 4.03 0.000 3.84 3.91 3.92 3.67 0.121

U indexc 0.13 0.13 0.14 0.13 0.647 0.11 0.12 0.09 0.10 0.455
Cantril ladderd 6.97 7.08 6.27 6.83 0.000 7.06 6.94 6.81 7.36 0.028

No. of observations 13,643 9,999 932 2,712 1,585 769 283 533
No. of activities 40,556 29,747 2,767 8,042 4,719 2,292 840 1,587

Men, age 25–54 Men, age 55–70

Affect measure All Employed Unemployed
Not in the 
labor force p valueb All Employed Unemployed

Not in the 
labor force p valueb

Happiness 4.18 4.21 4.15 3.97 0.034 4.34 4.39 4.21 4.29 0.323
Tiredness 2.30 2.31 1.69 2.59 0.000 2.05 2.12 1.89 1.97 0.259
Stress 1.55 1.53 1.64 1.76 0.043 1.22 1.31 1.45 1.07 0.005
Sadness 0.60 0.53 0.79 1.16 0.000 0.67 0.59 0.91 0.77 0.004
Pain 0.87 0.75 0.87 1.96 0.000 1.18 0.84 1.77 1.59 0.000
Meaning 4.24 4.27 4.28 4.01 0.070 4.41 4.52 4.62 4.24 0.001

U indexc 0.14 0.13 0.18 0.21 0.000 0.11 0.11 0.14 0.10 0.264
Cantril ladderd 6.87 7.03 5.69 6.08 0.000 7.14 7.34 6.27 6.92 0.000

No. of observations 8,428 7,277 468 683 3,630 1,953 181 1,496
No. of activities 25,062 21,650 1,391 2,021 10,775 5,805 536 4,434

Source: U.S. Bureau of Labor Statistics, American Time Use Survey, Well-Being Module.
a. Each respondent was asked about three activities. Affects are measured on a 0–6 scale, from least 

to most affected. The sample is pooled over 2010, 2012, and 2013. Affect measures and the U index are 
weighted using the Well-Being Module’s adjusted pooled activity weights.

b. The p value is from an F test of equality of the means for the three labor force statuses.
c. The U index measures the proportion of time in which the rating of stress or sadness exceeds the 

rating of happiness.
d. The Cantril ladder question was asked in 2012 and 2013 only, and is weighted using the Well-Being 

Module’s final weights. It is measured on a 0–10 scale, from “worst possible life” to “best possible life.”
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Source: U.S. Bureau of Labor Statistics, American Time Use Survey, Well-Being Module.
a. Each respondent was asked about three activities. Affects are measured on a 0–6 scale, from least 

to most affected. The sample is pooled over 2010, 2012, and 2013. Affect measures and the U index are 
weighted using the Well-Being Module’s adjusted pooled activity weights.

b. The p value is from an F test of equality of the means for the three labor force statuses.
c. The U index measures the proportion of time in which the rating of stress or sadness exceeds the 

rating of happiness.
d. The Cantril ladder question was asked in 2012 and 2013 only, and is weighted using the Well-Being 

Module’s final weights. It is measured on a 0–10 scale, from “worst possible life” to “best possible life.”
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Table 11.  Subjective Well-Being for Womena

Women, age 16–70 Women, age 16–24

Affect measure All Employed Unemployed
Not in the 
labor force p valueb All Employed Unemployed

Not in the 
labor force p valueb

Happiness 4.36 4.33 4.39 4.40 0.216 4.39 4.35 4.55 4.38 0.228
Tiredness 2.52 2.55 2.36 2.48 0.060 2.69 2.81 2.51 2.60 0.134
Stress 1.61 1.69 1.64 1.44 0.000 1.51 1.49 1.53 1.52 0.964
Sadness 0.65 0.58 0.77 0.77 0.000 0.46 0.37 0.68 0.48 0.031
Pain 0.98 0.81 0.92 1.34 0.000 0.58 0.52 0.79 0.57 0.279
Meaning 4.41 4.40 4.33 4.43 0.560 3.96 3.93 4.03 3.99 0.832

U indexc 0.15 0.16 0.16 0.14 0.013 0.14 0.14 0.13 0.13 0.937
Cantril ladderd 7.17 7.22 6.53 7.20 0.000 7.06 6.97 6.92 7.29 0.116

No. of observations 16,430 10,404 1,042 4,984 1,574 770 263 541
No. of activities 48,815 30,937 3,095 14,783 4,666 2,280 778 1,608

Women, age 25–54 Women, age 55–70

Affect measure All Employed Unemployed
Not in the 
labor force p valueb All Employed Unemployed

Not in the 
labor force p valueb

Happiness 4.31 4.29 4.32 4.37 0.375 4.44 4.46 4.06 4.44 0.390
Tiredness 2.61 2.62 2.38 2.65 0.098 2.18 2.14 1.59 2.26 0.025
Stress 1.73 1.78 1.72 1.58 0.007 1.39 1.49 1.68 1.27 0.004
Sadness 0.65 0.60 0.78 0.77 0.001 0.79 0.67 1.12 0.89 0.000
Pain 0.95 0.83 0.97 1.34 0.000 1.31 0.94 1.20 1.69 0.000
Meaning 4.45 4.42 4.68 4.49 0.015 4.62 4.71 3.82 4.58 0.030

U indexc 0.16 0.17 0.16 0.14 0.029 0.14 0.14 0.23 0.13 0.137
Cantril ladderd 7.13 7.24 6.23 7.03 0.000 7.31 7.33 6.49 7.34 0.017

No. of observations 10,355 7,453 637 2,265 4,501 2,181 142 2,178
No. of activities 30,803 22,176 1,895 6,732   13,346 6,481 422 6,443

Source: U.S. Bureau of Labor Statistics, American Time Use Survey, Well-Being Module.
a. Each respondent was asked about three activities. Affects are measured on a 0–6 scale, from least 

to most affected. The sample is pooled over 2010, 2012, and 2013. Affect measures and the U index are 
weighted using the Well-Being Module’s adjusted pooled activity weights.

b. The p value is from an F test of equality of the means for the three labor force statuses.
c. The U index measures the proportion of time in which the rating of stress or sadness exceeds the 

rating of happiness.
d. The Cantril ladder question was asked in 2012 and 2013 only, and is weighted using the Well-Being 

Module’s final weights. It is measured on a 0–10 scale, from “worst possible life” to “best possible life.”
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to most affected. The sample is pooled over 2010, 2012, and 2013. Affect measures and the U index are 
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c. The U index measures the proportion of time in which the rating of stress or sadness exceeds the 
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Module’s final weights. It is measured on a 0–10 scale, from “worst possible life” to “best possible life.”
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Figure 12.  Cumulative Distributions of Cantril Ladder by Age and Gender a (Continued )
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Fourth, prime age, NLF women who are not working for reasons other 
than home responsibilities report notably lower levels of SWB than other 
NLF women and employed women. The U index for NLF women who 
are not employed for a reason other than “taking care of house or family” 
is .20, as compared with .10 for NLF women who are not employed because 
of home responsibilities, and .17 for employed and unemployed women.33 
Additionally, prime age, NLF women who are not employed for a reason 
other than home responsibilities report a much lower average step on the 
Cantril ladder (6.4) and a much greater incidence of pain and the use of 
pain medication (53 percent took pain medication the preceding day, 
compared with 27 percent of other NLF women). Thus, NLF women are a 
bifurcated group, with those who cite home responsibilities as the reason 
for not working reporting higher levels of SWB and meaning in their lives, 
and those who are NLF for other reasons expressing higher levels of dis-
tress and discomfort.

Finally, women age 55–70 appear to be similar to prime age women 
in that those in the NLF group report about equal contentment with their 
lives as a whole and with daily emotional experiences as employed women. 
Unemployed women age 55–70, however, appear quite unhappy and dis-
satisfied with their lives. Men in the age 55–70 group who are unemployed 
also appear to be quite dissatisfied and unhappy with their lives com-
pared with employed men of the same age, while NLF men appear mid-
way between employed and unemployed men on the Cantril ladder. NLF 
men express relatively low levels of meaning in their daily activities, but 
their U index indicates that less time was spent in an unpleasant state than 
employed or unemployed men.

IV. � Pain Medication, Opioid Proliferation,  
and Labor Force Participation

Vance (2016, p. 19) warns that “an epidemic of prescription drug addiction 
has taken root.” Many alarming statistics bear out his fear. According to 
the CDC, sales of prescription opioid medication per capita were 3.5 times 
higher in 2015 than in 1999.34 More than one in five individuals insured by 
Blue Cross Blue Shield received an opioid prescription in 2015 (Fox 2017). 
Enough opioid medication is dispensed annually in the United States to 

33.  To be precise, NLF status is determined from the ATUS, and the subset of NLF women 
who are not employed because they are “taking care of house or family” is identified from the 
final CPS interview.

34.  See https://www.cdc.gov/vitalsigns/opioids/images/graphic-a-1185px.png.
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keep every man, woman, and child on painkillers for a month (Doctor and 
Menchine 2017). The number of deaths from opioid overdoses quadrupled 
from 1999 to 2015. In 2015, more than 33,000 Americans died from  
an opioid overdose, more than double the number murdered. An estimated 
1 in every 550 patients who started on opioid therapy died from an opioid-
related cause, with the median fatality occurring within 2.6 years of the 
initial prescription (Frieden and Houry 2016). Fully 44 percent of Medi-
care recipients under age 65 were prescribed opioid medication in 2011  
(Morden and others 2014). And despite the rapid diffusion of opioid med-
ication in the United States, there is little evidence showing that opioid 
treatment is efficacious in reducing pain or improving functionality. In fact, 
Thomas Frieden and Debra Houry (2016, pp. 1501–02) note that “several 
studies have showed that use of opioids for chronic pain may actually worsen 
pain and functioning, possibly by potentiating pain perception.”

The opioid crisis preceded the Great Recession—indeed, opioid pre-
scriptions fell from 2010 to 2015—and varying prescription rates are prob-
ably rooted in changing medical practices and norms, and more aggressive 
marketing strategies by pharmaceutical companies (Doctor and Menchine 
2017; Satel 2017). Doctor training also seems to affect opioid prescription 
rates. Molly Schnell and Janet Currie (2017), for example, find that doctors 
from the lowest-ranked medical schools write 33 times more opioid pre-
scriptions per year than do doctors from the highest-ranked schools, con-
trolling for county and type of medical practice. Eleanor Krause and Isabel 
Sawhill (2017, p. 21) find that “the ten counties with the highest prime-age 
male mortality rates due to these ‘deaths of despair’ [alcohol, suicide, and 
accidental poisonings] in the CDC database had an average prime-age male 
participation rate of 73 percent in 2014, compared to 88 percent for the 
prime-age male population across the country.” Although the direction of 
causality is unclear, Goldman Sachs economist David Mericle notes that 
“the opioid epidemic is intertwined with the story of declining prime-age 
participation, especially for men, and this reinforces our doubts about a 
rebound in the participation rate” (Cheng 2017).

There is a clear regional pattern to opioid prescription rates and drug 
overdoses. The average quantity of opioids prescribed per capita varies by 
a factor of 31 to 1 in the top 10 percent of counties relative to the bottom  
10 percent of counties, according to CDC data. The CDC argues that 
“health issues that cause people pain do not vary much from place to place, 
and do not explain this [state-to-state] variability in prescribing.”35

35.  See https://www.cdc.gov/drugoverdose/data/prescribing.html.
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In this section, I probe the connection between the use of pain medica-
tion and local opioid prescription rates, controlling for individual health 
conditions and other characteristics. Consistent with the CDC’s assertion, 
the evidence suggests that local opioid prescription practices influence 
the use of pain medication, conditional on individuals’ disability status, 
self-reported health, and demographic characteristics. Leveraging local 
differences in prescription rates, regressions indicate that the labor force 
participation rate is lower and fell more in counties where more opioids 
were prescribed, controlling for the area’s share of manufacturing employ-
ment and individual characteristics.

IV.A.  The Use of Pain Medication and Opioid Prescription Practices

To explore the relationship between local medical practices and the use 
of pain medication, I merge county-level data on the volume of opioid pre-
scriptions per capita in 2015 from the CDC with data from the ATUS-WB, 
which includes data on whether individuals took any pain medication on the  
preceding day.36 Opioid prescriptions are measured by morphine milligram 
equivalent (MME) units prescribed per capita, which is a standard way of 
aggregating different opioid medications. To ease the interpretation, I take 
the log of MME units per capita in the county.37

Table 12 summarizes the results of linear probability models predict-
ing whether an individual took pain medication on the preceding day as a 
function of opioid prescription rates in the area, functional disability status, 
self-reported overall health, and personal characteristics. Not surprisingly, 
in areas where more opioids are prescribed, individuals are more likely 
to report that they took pain medication on the preceding day. Column 1 
shows that a 10 percent increase in the amount of opioids prescribed per 
capita is associated with a 0.6 percentage point, or 2 percent, increase in the 
share of individuals who report taking pain medication on any given day.38 

36.  Specifically, the CDC data on MME per capita were merged to the ATUS based 
on county FIPS codes. If the FIPS code was missing for a metropolitan area in the ATUS, 
the average MME for the counties that made up that metropolitan area was matched to the 
ATUS; and if an individual was not residing in a metropolitan area and lacked a FIPS code 
in the ATUS, he or she was linked to the average MME per capita in nonmetropolitan areas 
in the balance of the state.

37.  Although one might expect a one-to-one correspondence between opioid prescription 
rates and the use of pain medication absent other controls, there are two important reasons 
why such a direct relationship does not hold in these data. First, the dependent variable 
includes many forms of pain medication in addition to opioids; and second, the independent 
variable reflects dosage as well as usage, whereas the dependent variable only reflects usage.

38.  If separate regressions are estimated for men and women, the coefficient on log opioids 
per capita is larger for men than for women, but the difference is not statistically significant.



Table 12.  Linear Probability Models for the Likelihood of Taking Pain Medicationa

Mean 
[SD]

Took pain medication yesterday

(1) (2) (3) (4) (5) (6)

Log opioids prescribed per capita 6.389
[0.396]

0.060***
(0.010)

0.047***
(0.010)

0.050***
(0.011)

0.036***
(0.010)

0.028***
(0.010)

0.026***
(0.009)

Difficulty dressing or bathing 0.011
[0.104]

0.086**
(0.041)

0.067*
(0.038)

0.069*
(0.037)

Vision impairment 0.011
[0.105]

0.057*
(0.033)

–0.000
(0.030)

0.001
(0.029)

Difficulty hearing 0.014
[0.119]

0.093***
(0.028)

0.043*
(0.026)

0.041
(0.026)

Difficulty doing errands 0.021
[0.145]

0.104***
(0.036)

0.066**
(0.032)

0.065**
(0.031)

Difficulty walking 0.045
[0.207]

0.333***
(0.019)

0.160***
(0.020)

0.160***
(0.020)

Difficulty remembering 0.024
[0.154]

0.067***
(0.023)

0.032
(0.021)

0.031
(0.021)

Health statusb

    Very good 0.342
[0.474]

0.064***
(0.008)

0.053***
(0.008)

0.052***
(0.008)

    Good 0.302
[0.459]

0.142***
(0.009)

0.123***
(0.009)

0.122***
(0.008)

    Fair 0.127
[0.334]

0.294***
(0.012)

0.240***
(0.012)

0.241***
(0.012)

    Poor 0.036
[0.187]

0.525***
(0.021)

0.387***
(0.023)

0.385***
(0.023)

(continued on next page)



Racec

    African American 0.124
[0.330]

–0.028***
(0.009)

–0.039***
(0.009)

–0.042***
(0.009)

    Other 0.067
[0.249]

–0.067***
(0.010)

–0.080***
(0.010)

–0.073***
(0.010)

Gender d

    Female 0.508
[0.500]

0.054***
(0.007)

0.047***
(0.006)

0.046***
(0.006)

Age 41.578
[15.353]

0.007***
(0.001)

0.002
(0.001)

0.002
(0.001)

Age2/1,000 1.964
[1.302]

–0.003
(0.016)

0.032**
(0.016)

0.032**
(0.016)

Years of education 13.582
[3.078]

–0.008***
(0.001)

0.001
(0.001)

0.002
(0.001)

Marital statuse

    Married 0.528
[0.499]

–0.026***
(0.006)

0.003
(0.007)

0.002
(0.007)

Table 12.  Linear Probability Models for the Likelihood of Taking Pain Medicationa  (Continued)

Mean 
[SD]

Took pain medication yesterday

(1) (2) (3) (4) (5) (6)



Regionf

    Mid-Atlantic 0.128
[0.334]

–0.034
(0.034)

    East North Central 0.161
[0.368]

–0.004
(0.034)

    West North Central 0.074
[0.262]

0.000
(0.034)

    South Atlantic 0.187
[0.390]

–0.015
(0.034)

    East South Central 0.059
[0.236]

0.000
(0.036)

    West South Central 0.116
[0.321]

0.002
(0.034)

    Mountain 0.071
[0.256]

–0.029
(0.034)

    Pacific 0.155
[0.362]

–0.039
(0.034)

Adjusted R2 0.003 0.043 0.072 0.060 0.119 0.120
No. of observations 30,073 30,073 30,073 30,073 30,073 30,073

Sources: U.S. Bureau of Labor Statistics, American Time Use Survey, Well-Being Module; Centers for Disease Control and Prevention, QuintilesIMS (IQVIA); author’s 
calculations.

a. The sample is pooled over 2010, 2012, and 2013 for individuals age 16–70. The mean of the dependent variable is 0.270. The regressions are weighted using the 
Well-Being Module’s final weights. Robust standard errors clustered by county are in parentheses. Statistical significance is indicated at the ***1 percent, **5 percent, and 
*10 percent levels.

b. The omitted category is “Excellent.”
c. The omitted category is “White.”
d. The omitted category is “Male.”
e. The omitted category is “Single.”
f. The omitted category is “New England.”
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This effect is cut roughly in half but remains highly statistically significant 
when controls are added for functional disabilities, self-reported health, 
and demographic characteristics (column 5). Even within detailed regions, 
the area-wide prescription rate is a significant predictor of whether indi-
viduals took pain medication the preceding day (column 6). These findings 
support the CDC’s view that differences in health conditions do not vary 
enough across areas to explain the large cross-county differences in the use 
of pain medication.

IV.B.  Opioid Prescription Rates and Labor Force Participation

Next, I link 2015 county-level opioid prescription rates (MME per 
capita) to individual-level labor force data from the CPS for the periods 
1999–2001 and 2014–16.39 Table 13 reports estimates of linear probability 
models for prime age men, where the dependent variable is 1 if an indi-
vidual participates in the labor force and 0 if he does not. Table 14 has 
comparable estimates for prime age women. A dummy variable indicates 
the 2014–16 period.

Consider first the results for men. Column 1 of table 13 indicates that 
the labor force participation rate fell by 3.2 percentage points for men from 
1999–2001 to 2014–16. Column 2 adds the opioid prescription rate for 
2015, and column 3 adds an interaction between the opioid prescription 
rate and the 2014–16 period dummy. Both these additional variables are 
negative and significant, indicating that labor force participation is lower 
in areas of the United States with a high rate of opioid prescriptions, and 
labor force participation fell more over this 15-year period in areas with a 
high rate of opioid prescriptions. These conclusions continue to hold when 
additional variables are included in the model, including demographics, 
eight region indicators, the share of manufacturing employment in the 
county during the period 1999–2001, and the manufacturing share inter-
acted with the 2014–16 period dummy.40 I continue to find a negative and 
statistically significant interaction between the 2014–16 period and opioid 
prescriptions when unrestricted county dummies are included in column 7 

39.  To be more precise, in 41 percent of observations, opioid prescriptions prescribed 
per capita could be matched directly at the county level; in 34 percent of the observations,  
I had to aggregate over counties to match at the metropolitan or central city level; and in the 
remaining cases, I used the average of counties in the balance of the state. For simplicity,  
I refer to all these areas as “counties.”

40.  The manufacturing share of employment for 1999–2001 was calculated from the 
CPS, and merged based on county (where available), metropolitan area (where county was 
not available), or state (where county and metropolitan area were not available).



ALAN B. KRUEGER	 49

to absorb persistent area effects. The fact that the coefficients on the opioid 
prescription variables are unchanged when the manufacturing variables 
are included in the regression in column 6 suggests that the opioid crisis 
is occurring in areas outside traditional manufacturing strongholds. And  
I find similar results (in a regression not shown here) using the China import 
exposure variables developed by David Autor, David Dorn, and Gordon 
Hanson (2013) in place of the share in manufacturing.

These regressions are difficult to interpret for a number of reasons. 
But if cross-county differences in opioid prescription rates can be taken 
as an exogenous result of differences in medical practices and norms, con
ditional on personal characteristics and broad region dummies, the effect 
of the growth in opioid prescriptions on the labor force can be estimated.  
In particular, I assume that the base opioid prescription rate coefficient 
reflects inherent differences across regions, and the interaction between 
prescriptions and time captures the effect of changes in prescriptions on 
labor force participation over time. This is a big leap, and ideally I would 
have preferred to have a baseline measure of prescriptions (county-level 
MME data are unavailable before 2010), so this calculation is best considered 
illustrative. These caveats aside, opioid prescriptions per capita increased by 
a factor of 3.5 nationwide between 1999 and 2015, which is the equivalent 
of 0.55 log points. Multiplying 0.55 by the coefficient on the interaction 
between opioids and the second period (–0.011) suggests that the increase in 
opioid prescriptions could perhaps account for a 0.6 percentage point decline 
in male labor force participation, which is 20 percent of the observed decline 
during this period.

The results for women indicate a similar coefficient for the interaction 
term between time and county-level opioid prescription rates, but the base 
opioid prescription rate is positive. If the preceding calculation is conducted 
for women, about one quarter of the decline in labor force participation can 
be accounted for by the growth in opioid prescriptions.

An obvious concern about the labor force regressions is that omitted 
variables, such as workers’ health conditions that cause pain and demand 
for pain medication, are correlated with county-level opioid prescription 
rates. For example, the incidence of obesity has increased in the United 
States, and it is plausible that the rise in obesity has led to increased back 
pain and other health ailments, which in turn have caused both labor force 
participation to decline and demand for pain medication to rise. Although 
the basic monthly CPS does not include information on health, the ASEC 
does include information on self-reported health. If one estimates the labor 
force regressions, pooling together men and women using this smaller 



Table 13.  Linear Probability Models for Labor Force Participation of Men Age 25–54a

 
Mean 
[SD]

Participated in the labor force

(1) (2) (3) (4) (5) (6) (7)

Period 2 dummy 
(2014–16)

0.511
[0.500]

–0.032***
(0.002)

0.067***
(0.026)

0.038*
(0.022)

0.037*
(0.022)

0.039*
(0.022)

0.049*
(0.026)

Log opioids per capita 
by county

6.342
[0.430]

–0.023***
(0.005)

–0.015***
(0.005)

–0.010***
(0.003)

–0.009**
(0.004)

–0.009***
(0.003)

Log opioids × period 2 3.245
[3.186]

–0.016***
(0.004)

–0.010***
(0.003)

–0.010***
(0.003)

–0.011***
(0.003)

–0.013***
(0.004)

Raceb

    African American 0.119
[0.324]

–0.061***
(0.004)

–0.059***
(0.004)

–0.058***
(0.004)

–0.057***
(0.004)

    Other 0.078
[0.268]

–0.037***
(0.003)

–0.034***
(0.003)

–0.033***
(0.003)

–0.034***
(0.003)

Hispanic 0.160
[0.367]

0.035***
(0.003)

0.038***
(0.003)

0.038***
(0.003)

0.042***
(0.003)

Marital statusc

    Married 0.597
[0.491]

0.086***
(0.002)

0.086***
(0.002)

0.086***
(0.002)

0.085***
(0.002)

Age 39.391
[8.558]

0.012***
(0.001)

0.012***
(0.001)

0.012***
(0.001)

0.012***
(0.001)

Age2/1,000 1.625
[0.678]

–0.186***
(0.009)

–0.186***
(0.009)

–0.187***
(0.009)

–0.184***
(0.009)

Years of education 13.570
[3.083]

0.013***
(0.001)

0.013***
(0.001)

0.013***
(0.001)

0.012***
(0.001)

Share manufacturing 
(1999–2001)

0.140
[0.048]

0.090***
(0.033)

Share manufacturing 
× period 2

0.071
[0.077]

–0.008
(0.031)

0.010
(0.037)



Regiond

    Mid-Atlantic 0.135
[0.341]

–0.009
(0.006)

–0.006
(0.005)

    East North Central 0.153
[0.360]

0.007
(0.004)

0.003
(0.004)

    West North Central 0.068
[0.251]

0.018***
(0.004)

0.018***
(0.004)

    South Atlantic 0.189
[0.391]

0.000
(0.005)

0.003
(0.004)

    East South Central 0.057
[0.232]

–0.019*
(0.010)

–0.021**
(0.010)

    West South Central 0.115
[0.319]

–0.001
(0.006)

0.002
(0.006)

    Mountain 0.067
[0.250]

0.003
(0.006)

0.009
(0.005)

    Pacific 0.168
[0.374]

–0.008*
(0.004)

–0.007
(0.004)

County fixed effectse No No No No No No Yes
Adjusted R2 0.003 0.001 0.004 0.055 0.056 0.056 0.063
No. of observations  1,824,890 1,824,890 1,824,890 1,810,246 1,810,246 1,788,508 1,788,508

Sources: U.S. Bureau of Labor Statistics, Current Population Survey; Centers for Disease Control and Prevention, QuintilesIMS (IQVIA); author’s calculations.
a. The sample is pooled over 1999–2001 and 2014–16 for men age 25–54. The mean of the dependent variable is 0.900. The regressions are weighted using the Current 

Population Survey’s final weights. Robust standard errors clustered by county or state are in parentheses. Statistical significance is indicated at the ***1 percent, **5 percent, 
and *10 percent levels.

b. The omitted category is “White.”
c. The omitted category is “Single.”
d. The omitted category is “New England.”
e. County refers to county, metropolitan area, or state, whichever is the smallest available aggregation. See note 39 in the text.



Table 14.  Linear Probability Models for Labor Force Participation of Women Age 25–54a

Mean 
[SD]

Participated in the labor force

(1) (2) (3) (4) (5) (6) (7)

Period 2 dummy 
(2014–16)

0.510
[0.500]

–0.025***
(0.003)

0.087**
(0.037)

0.055*
(0.030)

0.047
(0.031)

0.048
(0.031)

0.058*
(0.035)

Log opioids per capita 
by county

6.345
[0.431]

0.002
(0.010)

0.011
(0.011)

0.006
(0.007)

0.011**
(0.006)

0.010*
(0.005)

Log opioids × period 2 3.241
[3.187]

–0.018***
(0.006)

–0.016***
(0.005)

–0.014***
(0.005)

–0.014***
(0.005)

–0.015***
(0.005)

Raceb

    African American 0.139
[0.345]

0.003
(0.005)

0.009
(0.005)

0.009
(0.005)

0.016***
(0.005)

    Other 0.082
[0.275]

–0.067***
(0.007)

–0.061***
(0.007)

–0.061***
(0.007)

–0.061***
(0.006)

Hispanic 0.149
[0.356]

–0.033***
(0.005)

–0.024***
(0.004)

–0.024***
(0.004)

–0.015***
(0.004)

Marital status c

    Married 0.601
[0.490]

–0.086***
(0.005)

–0.086***
(0.005)

–0.086***
(0.005)

–0.087***
(0.005)

Age 39.480
[8.552]

0.012***
(0.001)

0.012***
(0.001)

0.012***
(0.001)

0.012***
(0.001)

Age2/1,000 1.632
[0.679]

–0.149***
(0.014)

–0.149***
(0.014)

–0.148***
(0.014)

–0.148***
(0.015)

Years of education 13.746
[2.987]

0.028***
(0.001)

0.028***
(0.001)

0.028***
(0.001)

0.028***
(0.001)

Share manufacturing 
(1999–2001)

0.139
[0.048]

0.059
(0.053)

Share manufacturing  
× period 2

0.071
[0.077]

–0.043
(0.054)

–0.044
(0.051)



Regiond

    Mid-Atlantic 0.137
[0.344]

–0.039***
(0.007)

–0.038***
(0.007)

    East North Central 0.152
[0.359]

–0.007
(0.008)

–0.009
(0.008)

    West North Central 0.065
[0.247]

0.043***
(0.008)

0.043***
(0.008)

    South Atlantic 0.193
[0.395]

–0.021***
(0.005)

–0.020***
(0.006)

    East South Central 0.059
[0.236]

–0.055***
(0.006)

–0.055***
(0.006)

    West South Central 0.114
[0.318]

–0.035***
(0.007)

–0.033***
(0.007)

    Mountain 0.065
[0.247]

–0.026***
(0.008)

–0.023***
(0.008)

    Pacific 0.166
[0.372]

–0.032***
(0.006)

–0.032***
(0.006)

County fixed effectse No No No No No No Yes
Adjusted R2 0.001 0.000 0.001 0.049 0.052 0.052 0.057
No. of observations  1,962,822 1,962,822 1,962,822 1,947,471 1,947,471 1,924,732 1,924,732

Sources: U.S. Bureau of Labor Statistics, Current Population Survey; Centers for Disease Control and Prevention, QuintilesIMS (IQVIA); author’s calculations.
a. The sample is pooled over 1999–2001 and 2014–16 for women age 25–54. The mean of the dependent variable is 0.755. The regressions are weighted using the Current 

Population Survey’s final weights. Robust standard errors clustered by county or state are in parentheses. Statistical significance is indicated at the ***1 percent, **5 percent, 
and *10 percent levels.

b. The omitted category is “White.”
c. The omitted category is “Single.”
d. The omitted category is “New England.”
e. County refers to county, metropolitan area, or state, whichever is the smallest-available aggregation. See note 39 in the text.
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sample and controlling for self-reported health, the county-level opioid 
prescription rate has a similar effect as in the the regression using the 
larger basic monthly CPS data. It is also worth noting that Jessica Laird and 
Torben Nielsen (2016), using arguably exogenous variation in physicians’ 
practices stemming from geographic mobility across municipalities, find a 
significant and sizable negative effect of the opioid prescription rate—but 
not other medications—on labor force participation in Denmark.41 In the 
United States, however, it is possible that other confounding factors are 
influencing both opioid usage and low labor force participation.

These findings are preliminary and highly speculative. A useful extension 
of this analysis would be to determine whether higher prescription rates 
are associated with depressed flows of workers from outside the labor force 
back into the labor force, or with greater labor force exit rates. In addition, 
future research could seek to identify the sources of exogenous variability in 
prescription rates, or in treatment for opioid addiction, to estimate the causal 
effect of opioid medication on labor force participation.

V.  Conclusion

The decline in labor force participation in the United States over the past 
two decades is a macroeconomic problem and a social concern. Along with 
several other studies, this paper finds that declining labor force participation 
since 2007 is largely the result of an aging population and ongoing trends 
that preceded the Great Recession, such as increased school enrollment.

Given ongoing downward pressure on labor force participation from an 
expected wave of retirements among members of the baby boom generation 
in coming decades, a reversal in the aggregate slide in labor force participa-
tion will require a change in secular trends affecting various demographic 
groups, and perhaps a major reform in immigration policy. There are a few 
demographic groups that may be more susceptible to a rise in labor force 
participation than others. First, older workers may increasingly delay retire-
ment, bolstering their rise in labor force participation that has occurred 
over the past two decades. This trend may not continue for older women, 

41.  Although it is difficult to compare the magnitudes of the estimates that Laird and 
Nielsen find with those reported here, because Laird and Nielsen focus on opioid prescrip-
tion rates (rather than the amount of opioids prescribed per capita), their estimates imply 
large labor force effects that appear substantially larger than those reported here. They find 
that an increase of 10 percentage points in a doctor’s prescription rate, which is roughly a 
50 percent increase from the current U.S. average, is associated with a decline of 1.5 percent-
age points in the labor force participation rate.



ALAN B. KRUEGER	 55

however, as a cross-cohort analysis shows that labor force participation 
stopped rising for cohorts that are about to enter their late 50s and 60s.

Second, the labor force participation rate of women age 25–44 has 
been edging down for two decades, unlike their counterparts in Canada. 
Although NLF women who report “home responsibilities” as their main 
reason for not working appear satisfied with their lives, the group of 
women who are out of the labor force mainly for other reasons report low 
levels of life satisfaction and high levels of emotional distress. More gener-
ous vacation time and workplace flexibility provided by private company 
policies and supported by government policies could possibly help reverse 
the decline in labor force participation by prime age women. Corporate 
and government policies that promote equal pay and the advancement of 
working women to supervisory and managerial positions, as well as a more 
robust economic recovery, may also facilitate such a reversal.

Third, addressing the decades-long slide in labor force participation by 
prime age men should be a national priority. Prime age men express low 
levels of SWB and report finding relatively little meaning in their daily 
activities. Because nearly half this group reported being in poor health, 
it may be possible for expanded health insurance coverage and preventive 
care under the Affordable Care Act to positively affect the health of prime 
age men. The finding that nearly half of prime age, NLF men take pain 
medication on any given day and that 40 percent report that pain prevents 
them from accepting a job suggests that pain management interventions 
could potentially be helpful.

The evidence presented here suggests that much of the regional variation 
in opioid prescription rates across the United States is due to differences in 
medical practices, rather than varying health conditions that generate pain. 
Furthermore, labor force participation is lower and fell more in the 2000s  
in areas of the United States that have a higher volume of opioid medication 
prescribed per capita than in other areas. Although some obvious suspects 
can be ruled out—for example, areas with high opioid prescription rates do 
not appear to be only masking historical manufacturing strongholds that 
subsequently fell on hard times—it is unclear whether other factors under-
lying low labor force participation could have caused the high prescription 
rates of opioids in certain counties. Regardless of the direction of causal-
ity, the opioid crisis and depressed labor force participation are now inter-
twined in many parts of the United States. And despite the massive rise in 
opioid prescriptions in the 2000s, there is no evidence that the incidence of 
pain has declined; in fact, the results presented here suggest a small upward 
trend in the incidence of pain for prime age, NLF and unemployed men. 
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Addressing the opioid crisis could help support efforts to raise labor force 
participation and prevent it from falling further.

Finally, several studies have found that the rise in inequality and shift 
in demand against less skilled workers in the United States are linked to the 
decline in labor force participation. Although labor market shifts that have 
lowered demand and wages for less skilled workers have not been a focus of 
this paper, policies that raise after-tax wages for low-wage workers, such as 
an increase in the minimum wage or expansion of the Earned Income Tax 
Credit, would also likely help raise labor force participation. The enormous 
rise in incarceration from the 1980s to the mid-2000s and the consequent 
rise in the number of men with criminal records are also likely factors that 
have exacerbated the decline in male labor force participation and that could 
be addressed to reverse the trend.
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Comments and Discussion

COMMENT BY
LAWRENCE F. KATZ    Alan Krueger has produced an extremely infor-
mative and insightful analysis of the decline of the U.S. labor force partici-
pation rate of recent decades, with an emphasis on the post-2007 period.  
He carefully shows that the vast majority of the 2.8 percentage point decline 
in the overall U.S. labor force participation rate—from 65.6 percent in 2007 
to 62.8 percent in the first half of 2017—can be accounted for by demo-
graphic shifts driven by population aging to groups with lower labor force 
participation. Krueger concludes that the remainder of the decline in the 
participation rates since 2007 reflects trends by demographic group that pre-
cede the Great Recession, with no lingering effects of the Great Recession 
still present by 2017. Prime age male labor force participation has been 
declining for decades, but the slight decline in the prime age female par-
ticipation rate since the late 1990s reflects a sharp break from rapidly rising 
participation across cohorts for women born before 1960.

Krueger’s most innovative contribution (in addition to his important new 
data collection efforts) involves a comprehensive examination of the health 
status, use of pain medication, and subjective well-being of individuals 
who are not in the labor force in comparison with those in the labor force. 
He finds that about half of prime age men not in the labor force are in pain, 
have serious health conditions, and take pain medications. Prime age men 
not in the labor force also report notably low subjective and emotional 
well-being, as do women not in the labor force who do not cite “home 
responsibilities” as the main reason for being out of the labor force. Krueger 
also provides striking evidence that the depressed labor force participation 
rate for prime age workers and the opioid addiction crisis are closely inter-
twined. He finds a strong partial correlation across U.S. counties in the 
decline in the prime age (male and female) labor force participation rate in 
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the 2000s with the opioid pain medication prescription rate. Furthermore, 
he shows that young men have modestly shifted their time use from work 
to video games and computer activities, in which they report being happy 
but deriving little meaning.

Krueger’s collage of evidence is impressive and convincing. But I would 
like to raise some quibbles with a couple of his main takeaways. The first 
is his conclusion that the effects of the Great Recession with respect to 
labor force participation are now over. The much larger decline in the labor 
force participation rate for prime age men from 2007 to 2017 as compared  
with 1997 to 2007, seen in Krueger’s table 1, suggests persistent depressing 
effects of the Great Recession on labor force participation beyond preexisting 
trends. For example, the labor force participation rate for men age 25–34 
declined by 3.3 percentage points in the last decade, as compared with just 
0.7 percentage point from the previous decade. Also, Danny Yagan (2017) 
presents compelling evidence that geographic areas (states and commuting 
zones) with larger adverse Great Recession shocks show full recovery  
in their unemployment rates by 2015 but not in their labor force participa-
tion rates—unlike in previous recessions, when local labor force participa-
tion rates tended to fully recover in about six to seven years (Blanchard and 
Katz 1992). Yagan (2017) further shows persistent effects of larger local 
Great Recession shocks on the employment of working age adults through 
(at least) 2015, even when examining individuals matched on demograph-
ics, with similar wages, and working for the same national employers 
before the Great Recession. Thus, the effects of the Great Recession may 
not be fully over in 2017, and hysteresis effects from the Great Recession 
may explain a part of the lack of recovery in the labor force participation 
rate in the current recovery beyond preexisting trends, especially for prime 
age men.

The second key issue concerns whether one can provide a causal inter-
pretation of the negative relationship between local area opioid prescription 
rates and changes in prime age labor force participation. Krueger shows  
that the negative correlation of opioid prescription and labor force partic-
ipation remains with controls for the manufacturing employment share and 
broad health status measures. He makes the case that there is a lot of geo-
graphic variation in physician practice styles that could lead to much of the 
observed local variation in opioid prescription rates. Still, one worries that 
omitted variables—such as the preexisting local share of employment in 
more pain-intensive industries and occupations (routine jobs with more 
repetitive physical and mental tasks)—could drive both local employment 
declines (from technological and trade shocks reducing labor demand in 
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routine pain-intensive jobs) and be associated with high opioid prescrip-
tion rates, even conditional on the manufacturing share. 

Future research needs to probe the opioid prescription causal arrow by 
more fully trying to exploit more plausibly exogenous variation in local 
area opioid prescription rates, such as direct measures of physician prac-
tice style and medical training variation. Jessica Laird and Torben Nielsen 
(2016) offer supporting quasi-experimental evidence for Krueger’s hypoth-
esis using variation in individual-level opioid prescriptions from patients’ 
geographic moves that lead to changes in primary care physicians with 
different drug prescribing rates. Laird and Nielsen (2016) find that phy
sicians with higher opioid prescription rates lead to lower future labor 
earnings and labor force participation rates for their patients; but similar 
effects are not found for other types of drugs (such as anti-inflammatories 
or antianxiety drugs).

I next explore additional explanations for the decline in the U.S. labor 
force participation rate. A distinctive factor in declining male labor force 
participation that seems less nefarious than health and drug addiction prob-
lems has been a substantial rise of “in-and-outs” (those who take temporary 
labor force breaks and move in and out of the labor force within a year), 
as documented by John Coglianese (2017). The growth of in-and-outs 
accounts for about one-third of the decline in the prime age male labor 
force participation rate since the 1970s. The in-and-outs do not have the 
same health and pain medication addiction issues as permanent labor 
force dropouts. Coglianese (2017) shows that much of the increased inci-
dence of in-and-out behavior seems to be related to breaks between jobs 
being made feasible by higher spousal (partner) income, with a larger 
rise for demographic and regional groups of men with greater increases 
in partner wages.

The decline in the labor force participation rate for prime age men 
has been much greater for less educated men than for college gradu-
ates. My table 1 further shows the decline in labor force participation has 
been steeper for men in the bottom three quintiles of the (predicted) wage  
distribution—the groups who have experienced real wage declines since 
1980. The fall in employment of non–college educated men and lower-
wage men in recent decades corresponds to strong shifts in labor demand 
against less-skilled workers, rising wage inequality and educational 
wage differentials, declining real earnings for less-educated men, and a 
shift in demand toward social and interactive skills in the labor market 
(Autor 2014; Deming 2017).
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The real wages (compensation) for non–college educated men (and for 
production and nonsupervisory workers more generally) kept pace with 
productivity growth from 1947 to 1973, but have substantially lagged pro-
ductivity growth for the past four decades. If, as seems plausible, the reserva-
tion wage (the value of leisure and benefits) of non–college educated men 
rises (at least partially) with overall productivity growth in the economy, 
even as their own real wages have stagnated, then a larger fraction will 
have reservation wages above their own wage opportunities. Thus, one 
will tend to see a declining labor force participation rate for groups whose 
wages do not keep up with productivity growth. In fact, the decline in 
the prime age male labor force participation rate was much more modest 
(0.06 percentage point a year) during the period when wages kept pace with 
productivity, from 1947 to 1973, than it was from 1973 to 2016, when it 
fell by 0.16 percentage point a year, as real wages for typical (production 
and nonsupervisory workers) stagnated but productivity continued growing 
fairly rapidly.

What would have happened to the prime age male labor force par-
ticipation rate if real wage growth in all quintiles had kept up with labor 
productivity growth in the post-1980 period? Productivity (as measured by 

Table 1.  Labor Force Participation and Real Wages for Prime Age Men, 1980−2015

Wage 
quintile

Change in labor force 
participation ratea

Change in 
real wagesb

Labor supply 
partial elasticityc

Predicted change 
in labor force 

participation rated

1 −12.7 −5.0 0.25 −13.8
2 −6.2 −6.6 0.15 −8.5
3 −5.8 −1.2 0.06 −3.1
4 −2.4 14.3 0.06 −2.2
5 −1.8 45.4 0.06 −0.3

Sources: Coglianese (2017); Current Population Survey, Outgoing Rotation Group; Juhn, Murphy, and 
Topel (1991); Economic Policy Institute, State of Working America Data Library; author’s calculations.

a. The units are percentage points. The change in the labor force participation rate is constructed based 
on the merged Outgoing Rotation Group data from Coglianese (2017).

b. The units are 100 × natural log points. The change in real wages is constructed based on the merged 
Outgoing Rotation Group data from Coglianese (2017). The approach of Juhn, Murphy, and Topel (1991) 
for wage quintiles is used to impute wages for labor force dropouts: Those with no employment history 
in any observed month are imputed using respondents who report working 1 to 2 months with similar 
observables. Wages are deflated by the personal consumption expenditures chain-type price index.

c. Labor supply partial elasticity is the cross-sectional estimate from table 9 of Juhn, Murphy, and 
Topel (1991).

d. The units are percentage points. The predicted change in labor force participation is the product of 
the difference between productivity growth (defined as the growth in net output per hour) from 1980 to 
2015 (0.502 natural log point) and the change in real wages and the labor supply partial elasticity.
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net output per hour) increased by 50 natural log points from 1980 to 2015 
(Economic Policy Institute 2017). The final column of my table 1 explores 
the predicted change in prime age male labor force participation from the 
gap between actual real wage growth and labor productivity growth from 
1980 to 2015 by wage quintile, using the partial labor supply elasticities 
from the classic study by Chinhui Juhn, Kevin Murphy, and Robert Topel 
(1991). The implication of my table 1 is that the poor wage performance 
relative to productivity growth can more than fully explain the post-1980 
decline in labor force participation of the bottom two quintiles of prime 
age men if their labor supply is as elastic as the historical cross-sectional 
estimates of Juhn, Murphy, and Topel (1991). 

Recent experimental evidence from the Paycheck Plus expansion of 
the Earned Income Tax Credit for low-wage, childless workers suggests 
a lower labor supply elasticity for low-wage men, with a 0.7 percentage  
point employment rate increase for about an 11 percent wage increase—
suggesting a partial labor supply elasticity of more like 0.06 (Miller and 
others 2017). Even such a lower labor supply elasticity would imply that 
about one quarter of the labor force participation decline for low-wage 
males could be explained by poor wage performance relative to productiv-
ity growth. But the Paycheck Plus estimate cannot rule out larger labor sup-
ply elasticities more similar to those of Juhn, Murphy, and Topel (1991), 
and could be an underestimate, to the extent the value of the Earned 
Income Tax Credit expansion was not salient to many participants. The 
modest employment response in the Paycheck Plus experiment could also 
reflect rationing in the labor market for men with criminal records and 
other barriers to employment.

The Council of Economic Advisers (2016), using state panel data for 
1977–2016, uncovers a positive relationship between prime age male 
labor force participation and wages at the 10th and 25th percentiles, and a  
negative relationship with inequality in models with state and year fixed 
effects. Robert Moffitt (2012) and Katharine Abraham and Melissa Kearney 
(2018) similarly find a substantial contribution of real wage stagnation 
and demand-side factors (poor employment opportunities) in the declining 
prime age male employment-to-population ratio.

Another possible contributing factor to the decline in the labor force 
participation rate is declining geographic mobility and interstate migration. 
Olivier Blanchard and I (1992) show that adjustments to U.S. local eco-
nomic shocks from 1947 to 1990 largely took place through migration from 
declining to expanding areas, with the adverse local shocks having only 
transitory negative effects on the local labor force participation rate.  
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Mai Dao, Davide Furceri, and Prakash Loungani (2017) find a decline in 
the interstate migration response to state economic shocks in the past cou-
ple of decades. And Peter Ganong and Daniel Shoag (2017) document how 
declining directed interstate migration rates since 1990 have been related 
to the rising restrictiveness of land use and housing regulations in high-
productivity areas (like the San Francisco Bay Area), reducing housing sup-
ply elasticity in potential receiving destinations. More affordable housing 
in declining areas, along with the greater health problems of job losers 
documented by Krueger, may be leading more individuals to remain out of 
the labor force in areas with poor employment prospects rather than move 
to higher-wage areas with much more expensive housing.

The rise of incarceration rates and the increased reach of the criminal 
justice system since 1980 are also likely playing an important role in declin-
ing employment rates for U.S. men, as emphasized by Nicholas Eberstadt 
(2017). There has been a large rise in the share of the civilian noninstitu-
tional population who were formerly incarcerated or have a felony record 
and thus may be “screened out” of employment opportunities. Estimates 
indicate that the share of the adult male working age population who are 
former prisoners increased from 1 percent in 1980 to between 6 and 7 per-
cent in 2014, and the share with a past felony conviction increased over 
the same period, from 4 percent to between 13 and 15 percent (Bucknor  
and Barber 2016; Shannon and others 2017). Estimates suggesting that a  
serious criminal record could reduce employment rates by 10 to 20 per-
cent imply that there has been as much as a 1 to 2 percentage point decline 
in the adult male labor force participation rate since 1980 resulting from 
the rising share with a felony record. There is likely some connection 
between the opioid epidemic, which increasingly is linked with heroin (and 
illegal drugs), and high criminal record rates for nonemployed men. Drug 
treatment programs, as well as second chance programs for the formerly 
incarcerated and wage subsidies for public sector or transitional jobs, may 
be needed to reconnect many prime age men with criminal records to the 
labor force.
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COMMENT BY
MATTHEW J. NOTOWIDIGDO1    This creative and impressively 
thorough paper by Alan Krueger makes several useful contributions: First, 
the paper provides a new decomposition of recent trends in aggregate labor 
force participation (LFP), which provides a useful road map for future 
work and may also provide guidance as a forecasting tool. Second, the 
paper highlights the differences in LFP trends across different demographic 
groups, emphasizing that many groups have been evolving differently for 
different reasons. Put simply, there is no Grand Unified Theory of LFP 
trends across different demographic groups. Third, the paper provides ini-
tial evidence on the role of pain medication and physical barriers to work 
in affecting LFP of prime age men in recent years. The county-level regres-
sion results relating changes in LFP to a per capita measure of opioid pre-
scriptions are fascinating and will surely stimulate much more work trying 
to explain the labor market consequences of this tragic health care crisis.

My discussion focuses on three areas. In the next section, I briefly com-
ment on the decomposition exercise. I then turn to discussing some of my 
own recent work on health-related barriers to work, which I think comple-
ments and reinforces some of Krueger’s new results. Finally, I discuss and 
extend some of the findings on female LFP, comparing life-cycle LFP pat-
terns across birth cohorts in the United States and Canada.

DECOMPOSITION EXERCISE  Krueger carries out a straightforward decom-
position of aggregate trends in LFP. One useful aspect of this particular  
decomposition is that it separately shows the importance of ongoing changes 
in demographic composition and the role of secular trends in LFP within 
narrowly defined demographic groups. The focus on within-group secular 
trends distinguishes this work from a related decomposition exercise done 
by Katharine Abraham and Melissa Kearney (2018). Also distinct from this 
recent related work is the focus on groups defined by age and gender, as 
opposed to defining groups more narrowly using additional demographic 
information, such as level of education. As a result, skill-biased labor 
demand shifts that affect individuals with different levels of education 
differently are likely to contribute to some of the observed difference in 
LFP trends across demographic groups.

1.  I thank Eileen Driscoll for helpful conversations and outstanding research assistance 
on several parts of this discussion, and Ray Kluender for helping with some of the additional 
analysis of the data used in our recent joint work on the economic consequences of hospital 
admissions. I also thank Alan Krueger for inspiring me to study labor economics.
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Several recent papers provide useful starting points for thinking about 
the sources of some of these differences in LFP trends across groups. The 
already-classic work by David Autor, David Dorn, and Gordon Hanson 
(2013) emphasizes the importance of the “China shock” that started in about 
2000. Work by Autor and Dorn (2013) emphasizes technological progress 
that has accelerated the automation of routine jobs. More recently, Daron 
Acemoglu and Pascual Restrepo (2017) have studied the direct replacement 
of workers by robots. All these factors affect workers at different skill levels 
differently, and thus can account for some of the differences in LFP trends 
across groups.

Krueger shows that recent trends in aggregate LFP can be largely 
accounted for by a combination of changes in demographic composition 
and linearly extrapolating group-specific LFP trends between 1997 to 
2006.2 In other words, there may not be a very large role for deviations 
from preexisting group-specific trends during and after the Great Reces-
sion in explaining medium-run trends in LFP. This suggests to me that 
aggregate LFP today relative to the mid-2000s largely reflects structural 
forces rather than cyclical forces, which is consistent with the “head-
winds” highlighted by my colleague Robert Gordon in his recent book 
(Gordon 2016).

HEALTH-RELATED BARRIERS TO WORK AND THE ROLE OF PAIN MEDICATION  
In studying the role of paid medication on prime age male LFP, I interpret 
Krueger’s paper as having in mind the following causal chain: Individu-
als experience “health shocks,” which lead to pain and the prescription of 
pain medications; this in turn reduces the labor supply, both because of 
the direct effect of the health shock and the indirect effect of the health 
shock–induced dependence on, or abuse of, prescription pain medication. 
In other words, pain medication has the potential to exacerbate the adverse 
effects of health shocks on the labor supply, above and beyond what one 
might expect from decreases in labor market productivity and increases in 
the disutility of work caused by adverse health shocks.

2.  I think using a 1997–2006 trend for extrapolation is reasonable, but one may be con-
cerned that this will overstate preexisting secular trends if LFP was artificially high dur-
ing the most recent housing boom. In this case, employment of some demographic groups 
may be especially high toward the end of this period, when the national housing boom was 
strongest, and this may have masked the underlying secular trends in employment for some 
groups. I have studied this masking in several papers written with Erik Hurst and Kerwin 
Charles, and we find evidence of significant masking during the housing boom period for 
men and women without a college education (Charles, Hurst, and Notowidigdo 2016, 2017).
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This is an intuitive and plausible hypothesis, but of course one could 
also construct an alternative hypothesis that emphasized the ability of pain 
medications to manage pain and enable individuals to return to the labor 
market. For example, in the absence of access to prescription pain medica-
tion, it could be harder for individuals to return to work after an adverse 
health shock. Ultimately, this would appear to be an empirical question, 
and I view the empirical specifications in Krueger’s paper as estimating a 
kind of “net effect” of opioid prescriptions, which tells us something about 
whether opioids do more harm than good when it comes to enabling 
individuals to overcome adverse health shocks and return to work.

There is an obvious reverse causality concern, which is that job displace-
ments and other adverse labor market shocks can lead to drug abuse, with 
some of the drug abuse potentially involving prescription pain medica-
tions. This would lead to a negative correlation between pain medications 
per capita and LFP, but the causality would be running in the other direc-
tion. Some recent work supports this alternative story. Justin Pierce and 
Peter Schott (2016) study the relationship between trade liberalization 
and mortality from suicide, poisonings (which include drug overdoses), 
and alcohol-related liver disease. They interpret their results as suggesting 
that counties that were more exposed to trade liberalization experienced 
declines in manufacturing employment, which in turn led to increased 
mortality. Similarly, Autor, Dorn, and Hanson (2013) find evidence that 
the China shock negatively affected local employment opportunities for 
young men, which in turn increased male mortality from drug abuse and 
alcohol abuse.

Krueger fully recognizes this reverse causality concern, and does a 
number of useful things to try to address it head-on. I find the specifications, 
which include county fixed effects and controls related to manufacturing 
decline (including directly controlling for the China shock), to be particu-
larly compelling. I think the fact that the main results are robust to these 
additional controls addresses some of the most obvious threats to validity.

Returning to the original causal chain described at the start of this sec-
tion, I think that my own recent work with Carlos Dobkin, Amy Finkelstein, 
and Raymond Kluender can provide a useful complement to this work 
(Dobkin and others 2018). In this work, we study some of the economic 
consequences of hospital admissions, which serve as our proxy for a health 
shock. We study a large number of outcomes, including out-of-pocket 
medical spending, labor market outcomes (such as income, employment, 
and retirement), unpaid bills, bankruptcy, access to credit, and borrowing. 
Our work uses an event study approach, which allows us to provide visual  
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evidence of the “on impact” effects of hospitalizations on each of the main 
outcomes. We study the labor market effects of hospital admissions using 
20 years of Health and Retirement Study (HRS) data, and we focus on 
individuals who were hospitalized between age 50 and 59.3

Overall, we find substantial declines in earnings and income in the 
HRS data after a hospital admission. Three years after hospital admission, 
the adults in our sample experienced an 11 percentage point (15 percent) 
decline in the probability of being employed, and an average annual decline 
in labor market earnings of roughly $9,000 (20 percent of earnings before 
hospital admission). These results are reproduced in my figures 1 and 2.4 
The figures report event study estimates for each survey wave before and 
after the index hospital admission (that is, the first hospital admission we 

3.  I extend the analysis sample from Dobkin and others (2018) by adding a new variable  
for prescription drug use. The variable is an indicator based on whether the respondent 
reports regularly taking prescription medications.

4.  The full details of the construction of the sample and the specifications used to generate 
these figures is given in Dobkin and others (2018).

Sources: Dobkin and others (2018); author’s calculations.
a. This figure shows the change in labor market earnings after hospitalization, based on an event study 

using ordinary least squares regression. The sample includes people age 50–59 who are insured at the time 
of hospital admission. Survey waves are biannual, so we assume that hospitalization occurs on average 
halfway between survey waves. The survey wave that reports the hospitalization is normalized to 0. 
The hollow circles indicate 95 percent confidence intervals. All estimates are weighted using survey 
weights. The prehospitalization mean is $45,327.
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Figure 1.  The Effect of Hospital Admission on Earningsa
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observe in the data). The survey waves are two years apart in the HRS, so 
this allows us to track labor market outcomes for several years before and 
after the hospital admission.

My figures 1 and 2 show immediate and persistent declines in earnings 
and employment after a hospital admission. By comparison, we find that 
out-of-pocket medical spending increases by a much smaller magnitude. On 
average, the adults in our sample experience an annual increase in out-of-
pocket medical spending of roughly $1,400 in the three years after admis-
sion, with the increased spending heavily concentrated in the first year after 
admission. By contrast, the decline in earnings is persistent and, if anything, 
increases over time after the index admission.

What causes this decline in earnings and employment? Our paper devel-
ops a simple model that emphasizes how health shocks can reduce labor 
market productivity (and thus wages) and increase the disutility of work.5 

Sources: Dobkin and others (2018); author’s calculations. 
a. This figure shows the change in the probability of being employed after hospitalization, based on an 

event study using ordinary least squares regression. The dependent variable is defined to be 100 if the 
individual is working full time, and 0 otherwise. See the notes to figure 1. The prehospitalization mean is 
66.5 percent. 
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Figure 2.  The Effect of Hospital Admission on Full-Time Employmenta

5.  Our paper also describes another possibility, which is that a hospital admission can 
reduce life expectancy, and this could in turn reduce earnings and employment through life-
cycle effects. We ultimately conclude from stylized calibrations that this is not likely to be the 
primary explanation for the decline in earnings and employment that we observe in our data.
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Alongside the decrease in earnings and employment, we also find changes 
in retirement patterns, with some of the hospital admissions leading to 
early retirement.6 We also find large and persistent increases in individuals 
reporting that their ability to work is limited by their health. These results 
are shown in my figures 3 and 4.

I find a useful benchmark for the estimated earnings declines from hos-
pital admissions to be the estimates from the job displacement literature 
(Jacobson, LaLonde, and Sullivan 1993; Sullivan and von Wachter 2009). 
Comparisons with the estimates in this literature suggest that the average 
hospital admission in our sample is associated with earnings declines that 
are in the ballpark of an average job displacement coming from a mass  
layoff event. For individuals who are not old enough to be able to claim 
Social Security retirement benefits in the years after their hospital admission, 
we find that these individuals experience income declines that are similar 

Sources: Dobkin and others (2018); author’s calculations.
a. This figure shows the change in the probability of retiring after hospitalization, based on an event 

study using ordinary least squares regression. The dependent variable is defined to be 100 if the individual 
is retired, and 0 otherwise. See the notes to figure 1. The prehospitalization mean is 9.8 percent.
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Figure 3.  The Effect of Hospital Admission on Retirementa

6.  Although our paper is primarily descriptive, we try to derive normative implications by 
showing how our model can translate the earnings and employment changes into a money-
metric change in utility using external information on the labor supply elasticity. Intuitively, 
the more elastic is the retirement decision to the wage and the disutility of work, the lower the 
welfare consequences of a health shock that induces early retirement.
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Sources: Dobkin and others (2018); author’s calculations. 
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a. This figure shows the change in the probability of reporting that one’s health limits one’s ability to 
work after hospitalization, based on an event study using ordinary least squares regression. The 
dependent variable is defined to be 100 if the individual reports that his or her ability to work is limited 
by his or her health, and 0 otherwise. See the notes to figure 1. The prehospitalization mean is
21.9 percent.

Figure 4.  The Effect of Hospital Admission on Whether One’s Health Limits  
One’s Ability to Worka

to the earnings declines, suggesting that little of the lost household income 
is replaced by other sources.

Taken together, the findings of Dobkin and others (2018) indicate that 
health shocks have significant labor market consequences. To more directly 
engage with Krueger’s hypothesis, I now move beyond the results that are 
reported by Dobkin and others (2018) and provide new results using the 
same HRS data. I use the same empirical specification, but I now study 
changes in prescription drug utilization after a hospital admission. The 
results are shown in my figure 5.

This figure shows that there is a sharp increase in prescription drug 
utilization around the time of a hospital admission, with the use of any 
prescription drugs increasing by roughly 10 to 15 percentage points in 
the years after a hospital admission. This result fills out another step of the 
causal chain outlined above, which is that health shocks lead to an increase 
in the use of prescription drugs. Unfortunately, I cannot separate pain medi-
cation from other drugs in the HRS data, but I speculate that this overall 
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increase in prescription drug utilization is at least partly driven by increases 
in the utilization of prescription pain medication.

The final set of new results that are inspired by Krueger’s work restricts 
the sample to individuals who were not using prescription drugs before 
the index hospital admission. I can then estimate event study coefficients 
both for individuals who subsequently begin to take prescription drugs 
after a hospital admission and those who do not. Without any plausibly 
exogenous variation in prescription drug utilization, these results need to 
be interpreted tentatively; but the results in my figure 6 provide some initial 
evidence that individuals who subsequently begin to use prescription drugs 
after a hospital admission experience larger drops in labor force participa-
tion, as measured by the share who are working full time. My figure 7 
shows that the comparison between these two subsamples of admissions 
is statistically significant based on differencing the pairs of event study 
coefficients in my figure 6.

These results can be quantified in a regression model that extends 
the specification given by Dobkin and others (2018) by interacting a 

Sources: Health and Retirement Study; author’s calculations. 
a. This figure shows the change in the probability of reporting prescription drug use after hospitaliza-

tion, based on an event study using ordinary least squares regression. The dependent variable is defined 
to be 100 if the individual reports using prescription drugs, and 0 otherwise. See the notes to figure 1. The 
prehospitalization mean is 71.8 percent.
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Figure 5.  The Effect of Hospital Admission on Prescription Drug Usea
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Sources: Health and Retirement Study; author’s calculations. 
a. This figure shows the change in the probability of being employed after hospitalization, based on an 

event study using ordinary least squares regression. The dependent variable is defined to be 100 if the 
individual is working full time, and 0 otherwise. See the notes to figure 1. The sample is limited to 
individuals who were not regularly using prescription drugs before their hospital admission.
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Figure 6.  The Effect of Hospital Admission on Working Full Time,  
Stratified by Prescription Drug Usea
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a. This figure shows the difference between the values in figure 6. See the notes to figures 1 and 6. 
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Figure 7.  The Effect of Hospital Admission on Working Full Time,  
Difference in Event Study Estimatesa
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posthospitalization indicator with an indicator for whether the individual 
subsequently begins to use prescription drugs. This variable captures the 
additional effect of a health shock on the labor supply for individuals who 
begin to use prescription drugs after a hospital admission (relative to indi-
viduals who continue not to take prescription drugs regularly).

An obvious concern with this specification is that different types of health 
shocks generate differences in prescription drug utilization after a hospital 
admission. If this is correlated with the type or severity of the health shock, 
this may create a spurious correlation with the prescription drug use inter-
action term. To try to control for the severity of the health shock, I use 
the number of nights spent in the hospital, the number of hospital visits, 
and the additional number of chronic diseases the individual subsequently 
reports between the survey waves containing the index hospital admission. 
These results are reported in my table 1. Although these variables jointly 
predict the effect of hospital admission on employment (with more severe 
health shocks, as measured by nights in the hospital, associated with larger 
declines in employment), the interaction on prescription drug utilization 
remains similar in magnitude. The magnitude is also economically large, 
with perhaps as much as a third to half the overall reduced-form effect of 
hospital admission on employment accounted for by the increased likeli-
hood of utilization of prescription drugs.

These results are far from definitive, but I view them as complementing 
and reinforcing Krueger’s findings.7 My analysis of HRS data suggests that 
the utilization of prescription drugs after a hospital admission is associated 
with larger declines in employment.

EXTENDING THE ANALYSIS OF FEMALE LABOR FORCE PARTICIPATION TRENDS  

Krueger briefly discusses some research on female LFP trends in the 
United States and other developed countries. Unlike the effect of health 
shocks on labor market outcomes, female LFP is far outside my area of 
expertise. However, I found this part of the paper interesting, thought- 
provoking, and worth exploring further. Toward that end, I use the Canadian 
Labour Force Survey to produce a parallel set of figures showing female 
LFP over the life cycle across birth cohorts, which can then be directly 
compared with Krueger’s analysis using the Current Population Survey.8 

7.  One potential avenue for future work could build on the structural break techniques 
employed by Evans, Lieber, and Power (2017) to identify sharp changes in drug abuse. Sharp 
changes in drug abuse may lead to sharp changes in LFP.

8.  In ongoing work with Kory Kroft, Fabian Langue, and Matthew Tudball, we use the 
restricted-use Canadian Labour Force Survey data to study long-term joblessness during and 
after the Great Recession (Kroft and others 2017).
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In analyzing the Current Population Survey data, Krueger finds a “stalling 
out” of increasing female LFP in recent cohorts, with women born in the 
1980s having broadly similar life cycle LFP profiles to those born in the 
1960s and 1970s (see Krueger’s figure 9).

My figure 8 shows an analogous pattern for Canada, with a similar stall-
ing out of increasing female LFP across cohorts, and with Canadian women 
born in the 1980s experiencing similar life cycle LFP as women born in 
the 1970s. However, though the trends across cohorts (and the existence 
of a stalling out) are similar across the two countries, my figure 9 directly 
compares cohorts in Canada and the United States for several decades, and 
the results show persistently higher female LFP for Canada for a given set 
of birth cohorts, with the largest gaps between the countries in the most 
recent cohorts. The differences in female LFP between the United States 
and Canada grow to approximately 10 percentage points for women born 
in the 1970s.

Why has female LFP stalled out at a higher level in Canada compared 
with the United States? This question relates to an ongoing divergence in 
female LFP in the United States compared with many other developed 
countries. For example, while prime age female employment rates in the 

Sources: Canadian Labour Force Survey; author’s calculations. 
a. The line captions indicate birth cohorts. Labor force participation is reported by age group, where 

each group is defined by five-year intervals. This figure plots the midpoint age in each interval.
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Sources: Canadian Labour Force Survey; Current Population Survey; author’s calculations.
a. See the notes to my figure 8.
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United States were similar to those in France, Britain, and Germany in 2000, 
by 2016 the employment rates of prime age women in the United States 
lagged these other countries by 5 to 10 percentage points (Covert 2017).

If trends in female LFP in other developed countries provide a rough 
counterfactual of what the United States could accomplish under alternative 
policies, then this suggests policymakers may want to ask the narrower 
question, “Where are all the female workers?” Recent work by Henrik 
Kleven (2014) raises the provocative and intriguing possibility that some 
of the female employment gap between the United States and other devel-
oped countries may come from differences in what he calls “participation 
subsidies,” which include public spending on child care, elderly care, and 
early childhood education. My own nonexpert view is that these policies, 
along with household tax reform, may provide meaningful boosts to female 
LFP. Regarding household tax reform, I am intrigued by the recent work of 
Kearney and Lesley Turner (2013) on modifying how the U.S. tax system 
treats secondary earners, who sometimes face very high marginal income tax 
rates arising through the “jointness” in the U.S. tax code (Kleven, Kreiner, 
and Saez 2009; Frankel 2014).

CONCLUSION  Overall, I conclude from this paper that LFP is trending 
differently for different demographic groups, likely for different reasons. 
There is no Grand Unified Theory of aggregate LFP, so researchers will 
need to be paying attention to multiple fronts: changes in schooling, health-
related barriers, gender-specific barriers related to child care and elderly 
care, and adverse labor demand shifts affecting different skill groups 
differently.

I think this paper provides important initial evidence on the role of pain 
medication in reducing the labor supply, and I expect this to be an active 
area of research in the near future. More broadly, I think recent work at 
the intersection of health economics and labor economics raises the pos-
sibility that workers in the United States may be “underinsured” to adverse 
health events, because health shocks generate not just medical expenses 
(which are largely covered by formal health insurance) but may also reduce 
earnings through a combination of decreases in labor market productivity 
or increases in the disutility of work. Krueger’s broad emphasis on work 
limitations suggests to me that many workers outside the labor force find it 
difficult to return to work, which raises the important question of how well 
the social safety net is currently taking care of these individuals.

Finally, I am excited by labor economists’ renewed focus on LFP and 
the employment rate. I think this represents an opportunity for researchers 
to develop and test new models that are better able to capture the relative 
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importance of shifts in demand and supply on aggregate and group-specific 
LFP. I think this represents an exciting area for future work, to which I hope 
to be able to contribute.
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GENERAL DISCUSSION    George Perry wondered how Krueger had 
evaluated the labor force participation of couples, and if their behavior 
could be extrapolated from the data. For example, a prime age man might 
not be working while his wife is, or vice versa. Krueger responded that the 
data did allow one to observe the behavior of couples, but noted that most 
of the men who were not in the labor force were not married. So, though it 
is reasonable to hypothesize that the trends are driven by one breadwinning 
spouse supporting the other, these family compositions do not explain the 
overarching trends reported in the paper.

Steven Davis was struck by the high percentage of persons out of the 
labor force who have a history of incarceration, drug problems, serious 
health problems, or a combination of the three. Persons with these histories 
look risky to employers, because hiring them involves a higher probability 
of termination and costly litigation. As a result, employers have very strong 
incentives to screen intensively to avoid hiring persons with these histories. 
Part of the policy challenge is to make it more attractive for employers 
to hire these persons, giving them another chance at gainful employment. 
Meeting this challenge may require allowing for exceptions to current laws 
and regulations regarding discrimination.

Elaborating on Davis’s point, Lawrence Katz stated that whatever the 
underlying cause is, it is a fact that many people who are out of the work-
force have criminal records or drug problems, and that employers want to 
avoid hiring them. He noted that some feel-good policies meant to help 
these sorts of people, such as the Ban the Box campaign, have instead led 
employers to raise skill requirements and find other ways to discriminate.  
A better policy approach, he argued, would be for labor market intermedi
aries to vouch for such workers who demonstrate they are ready for a sec-
ond chance, to give assurance to employers, and to incentivize employers to 
make these so-called risky hires. Several employment programs are already 
doing this and have shown some success for those with criminal records.
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Justin Wolfers was surprised that the paper did not mention obesity as a 
potential influence of declining labor force participation, given its increasing 
prevalence in society. Building on this observation, N. Gregory Mankiw 
wondered how other health problems might influence the jobs people do. 
The paper mentions who is in pain and who is not, but does not discuss the 
broader health issues they face, and to what extent this interacts with the 
jobs people do. Mankiw noted that many modern jobs have become less 
physical over time, which means that people who do them get less exer-
cise, which potentially contributes to obesity. Sitting all day in an office 
may contribute more to back pain than a physical job lifting boxes all day. 
Robert Hall added that there is a body of medical literature that suggests 
humans were not engineered by evolution to sit. Nonetheless, a considerable 
majority—at least two-thirds of American workers—sits at desks all day. 
He wondered how much of the pain reported was back pain. Hall thought it 
was probably a fair amount, given that back pain is one of the most prevalent 
sources of chronic pain.

Kristin Forbes appreciated that Krueger was candid about the paper’s 
endogeneity and identification challenges, but suggested he continue to 
work to address these issues—such as by cross-country comparisons of 
labor force participation, as discussant Matthew Notowidigdo had done 
with female labor force participation in Canada. She was surprised that 
Krueger did not make a comparison to the United Kingdom, given that 
the two countries exhibit roughly similar economic trends, but the United 
Kingdom had not experienced the sharp fall in labor force participation 
seen in the United States. She also speculated that health is roughly similar 
in the two countries, or at least not different enough to fully explain the 
differences in labor force participation.

John Haltiwanger commented on a measurement issue inherent in the 
Current Population Survey’s (CPS’s) self-employment data. Evidence sug-
gests that declines in labor force participation rates in the CPS are sub-
stantially overstated.1 The problem stems from the observation that CPS 
self-employment rates (particularly in the post-2000 period) have been flat 
or declining, while administrative data reveal a rapid rise in self-employment. 
Haltiwanger’s work matched the CPS and administrative data on a micro 
level, finding that a large share of individuals in the CPS report that they are 

1.  Katharine G. Abraham, John Haltiwanger, Kristin Sandusky, and James R. Spletzer, 
“Exploring Differences in Employment between Household and Establishment Data,” 
Journal of Labor Economics 31, suppl. 1 (2013): S129–S172.
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not self-employed while displaying activity on Form 1099 and Schedule C 
of Form 1040, and that this trend has been increasing rapidly over time. He 
believes that an increase in alternative workforce arrangements—that is,  
the rise of the gig economy—plays a nontrivial role in explaining this trend, 
and that the CPS does not pick this up. Haltiwanger joked that the impli-
cation of this in connection to Krueger’s paper is that your Uber driver is 
probably on pain medication.

Martin Feldstein commented on the issue of occupational licensing, 
which has played an increasingly important role in society. One notable 
downside of occupational licensing is that it restricts people from cross-
ing state lines. If a spouse finds a job in another state, a family may be 
disinclined to move because the other spouse cannot take a job there due to 
occupational licensing restrictions. Similarly, if a person is licensed in one 
state and loses his or her job, the individual’s job prospects are dampened, 
because he or she faces an additional barrier to getting a job in a different 
state. Occupational licensing may be an important reason why people are 
not moving, he concluded.

James Hines wondered to what extent Krueger’s results were picking up 
the salutary effects of employment. That is, does someone who is employed 
and has the same underlying pain as an unemployed person focus on the 
pain less because he or she is working all day? If that is the case, then that 
person might be less likely to take opioids than the unemployed person 
with the same underlying pain.

Alan Blinder was curious about the two-way causation between opioids 
and being out of the labor force. He wondered if there were data that could 
provide some type of instrument to examine how doctors vary across 
counties. Given the large cross-county disparities in opioid usage, it would 
be useful to know if certain types of doctors are more likely to prescribe 
opioids than others.

Adele Morris wanted to know more about what has been occurring with 
regard to disability programs, and, in particular, what their trends and 
spatial variation look like. Much has been made of the variation and the 
propensity for doctors to approve disability applications or provide evi-
dence in support of them. This could be useful, in addition to evidence on 
the propensity of doctors to proscribe opioids.

Janice Eberly was struck by the heterogeneity of women who were 
not in the labor force, and why their actions—and in particular, keeping 
house—had such a strong influence on their well-being. She wondered if 
Krueger had additional data to explore what might be behind this effect—
whether it is truly the “joy of housekeeping” or actually that they have 
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a house to keep or family members to care for. The results may be more 
related to isolation than housekeeping.

Christopher Rugaber wondered if claims of pain and suffering were 
taken too indulgently, whether they should be taken at face value, and how 
this has changed over time. That is, how accurate are these self-proclaimed 
problems?

Krueger responded to several of the questions raised. To start, he did 
not have good information about how health (and pain) has deteriorated or 
improved over time, but he knew that what has changed is the treatment 
of pain, especially with regard to how the medical profession deals with 
it. He conceded that the issue of causality might be less important than 
he initially maintained, noting that he is examining the issue in a separate 
project, by working with medical professionals on an intervention to help 
people recover from addiction. By supplementing that project with labor 
force questions, he will be able to look at the effect of treatment on labor 
force participation.

With regard to Davis’s and Katz’s points about risky hires, Krueger 
believes that society needs to face the inherent problems if the goal is to 
bring people back to work, regardless of what caused them to leave. He 
noted that getting rid of an addiction is easier than getting rid of a criminal 
record; though opioid treatments are expensive, they appear to be efficacious.

In response to Wolfers’s comment about obesity, Krueger stated that the 
CPS does not contain data on weight. One can, however, look at labor force 
participation rates for different disabilities and how they have changed over 
time. For example, Krueger was struck by the fraction of people saying 
they have difficulty concentrating and remembering, which has potentially 
significant consequences. He suspected it was related to the rising epidemic 
of overprescribing medications for attention deficit disorder; many of the 
children who were prescribed these medications are now adults, and the 
problems are likely carrying over into the workforce.

With regard to Haltiwanger’s concern about administrative data versus 
survey data, Krueger conceded that he was well aware of the divergence 
between the two. One interesting thing to note is that labor force participa-
tion has been rising for older workers, which is the group most likely to 
be self-employed. Even though measurement issues between administra-
tive and survey data are important to highlight, he thinks the problem goes 
beyond that.

Krueger fully agreed with the concerns raised by Feldstein about occu-
pational licensing. In a paper written with Morris Kleiner, the authors 
found that one-third of workers are required to have a license to do their 
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job.2 Krueger thinks the easiest policy response is to allow for reciprocity 
between states, which, during his time in the Obama administration, he 
tried hard to implement for military families. The issue is salient for mili-
tary families, because if a soldier is transferred from one base to another, 
his or her spouse might have to go through the whole certification process 
multiple times.

In response to Hines’s and Blinder’s comments on the geographic varia-
tion of medical practices, Krueger believes this is an important piece of the 
puzzle. Looking at the average amount of opioids prescribed per county, 
the counties in the top and bottom deciles of the distribution vary by a fac-
tor of 31 to 1. To put this in perspective, employment in manufacturing and 
similar fields does not vary nearly as much between the top and bottom 
deciles. A paper by Molly Schnell and Janet Currie found that doctors who 
went to low-ranked schools were more likely to prescribe opioids than doc-
tors who went to high-ranked schools within the same practice.3 Krueger 
noted that he had considered using this factor as an instrument, but was 
worried about how people choose their doctors. In order to get at causality, 
he thought it was better to team up with medical professionals running a 
clinical trial that involved a clear intervention.

Kruger stated that Eberly was absolutely right in her intuition about 
the “joy of housekeeping.” The things associated with keeping house do 
not look like they are fun in the well-being surveys. The difference is that 
people who do not have the opportunity to keep house really are miserable, 
and they may be comparing themselves with other people who are working 
or are in happier families.

On Morris’s question about disability insurance, Krueger noted that 
the largest growth in disability insurance has been for disabilities such 
as back injuries, as Hall suspected, which are harder to objectively evalu-
ate. To determine if someone is disabled, one thing that judges look for is 
whether a person is taking pain medication. This could actually compound 
the problem if it is not helping to improve the disabled individual’s func-
tioning. Krueger was struck by the fact that disability insurance seems to 
be a natural explanation for the rising opioid epidemic: People leave the 
labor force and are reluctant to come back because they do not want to 

2.  Morris M. Kleiner and Alan B. Krueger, “Analyzing the Extent and Influence of 
Occupational Licensing on the Labor Market,” Journal of Labor Economics 31, suppl. 1 (2013): 
S173–S202.

3.  Molly Schnell and Janet Currie, “Addressing the Opioid Epidemic: Is There a Role 
for Physician Education?” Working Paper no. 23645 (Cambridge, Mass.: National Bureau of 
Economic Research, 2017).
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lose disability insurance and Medicare, which pays for opioids and health 
insurance when they are out of the labor force. However, the disability 
insurance explanation did not seem large enough. A report from California 
found that participation in disability insurance grew by only 2 percentage 
points, while labor force participation for prime age men fell by 7 percent-
age points. The report also found that 30 percent of people who did not 
receive disability insurance are still trying to get on it.

Finally, in response to Rugaber’s question about the accuracy of self-
reported pain data, Krueger emphasized that levels of pain are subjective. 
The best one can do is look at how well the self-reports correspond to 
people’s behavior. A paper Krueger wrote with Arthur Stone found that 
people who report being in pain live more restricted lives—that is, they go 
out less, interact with people less, and spend more time watching TV.4 So, 
though there is a clear signal, Krueger was concerned that the signal could 
change over time, as could the bar for reporting pain. Subjective well-
being is an area where one needs to be cautious. This is partly why Krueger 
looked specifically at people taking pain medication, which is a behavioral 
response one can observe, and which aligns with people reporting that they 
have pain.

4.  Alan B. Krueger and Arthur A. Stone, “Assessment of Pain: A Community-Based 
Diary Survey in the USA,” The Lancet 371, no. 9623 (2008): 1519–25.
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Abstract

Objective:

Substance use disorders are among the most common and costly health conditions affecting
Americans. Despite estimates of national costs exceeding $400 billion annually, individual compa‐
nies may not see how substance use impacts their bottom lines through lost productivity and ab‐
senteeism, turnover, health care expenses, disability, and workers’ compensation.

Methods:

Data on employed adults (18 years and older) from 3 years (2012 to 2014) of the National Survey
on Drug Use and Health Public Use Data Files were analyzed.

Results:

The results offer employers an authoritative, free, epidemiologically grounded, and easy-to-use
tool that gives specific information about how alcohol, prescription pain medication misuse, and il‐
licit drug use is likely impacting workplaces like theirs.

Conclusion:
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Employers have detailed reports of the cost of substance use that can be used to improve work‐
place policies and health benefits.

Risky use of alcohol, prescription pain medication misuse, and other drug use disorders are
among the most common and costly health conditions affecting Americans [Substance use disor‐
der (SUD) is a condition in which the use of one or more substances leads to a clinically significant
impairment or distress. SUDs can include any psychoactive drug, for example, alcohol, prescription
pain medications, heroin, cocaine, and marijuana.] The Surgeon General reports that in 2015, 66.7
million people in the United States reported drinking more than five drinks on one occasion at
least once in the past month and 27.1 million adolescents and adults used illicit drugs or misused
prescription drugs.  The costs to the individuals and families are grave. Alcohol contributes to
88,000 deaths each year in the US; one in 10 deaths among working adults are alcohol-related.
Added to that, in 2014, there were 47,055 drug overdose deaths: 28,647 of whom died from over‐
doses from prescription pain relievers or heroin.

The cost of substance use to employers may not be as apparent. Despite estimates that the na‐
tional bill for substance use annually is more than $400 billion,  individual companies may not
see how substance use impacts their bottom lines through lost productivity and absenteeism,
turnover, health care expenses, disability, and workers’ compensation, and increased taxes to pay
for law enforcement, criminal justice, and publicly supported medical treatment. Business leaders
remain largely in the dark about how substance use impacts their companies and what they can
do to reduce their risks and costs.

The Real Costs of Substance Use in Your Workforce (https://www.nsc.org/forms/substance-use-
employer-calculator/index.aspx) was designed to be an authoritative, epidemiologically grounded,
and easy-to-use tool that provides employers with specific information about how alcohol, pre‐
scription pain medication misuse, and illicit drug use impacts their workplaces. It also provides re‐
search-proven steps employers can take to help employees and family members of their employ‐
ees who have substance use problems and, at the same time, increase the safety, health, and pro‐
ductivity of their workforces. The new tool updates an earlier SUD Calculator introduced by this
research team in 2003, and most recently refreshed in 2009 (www.alcoholcostcalculator.org,
www.alcoholcostcalculator.org/sub). This paper describes the methods used and important re‐
sults derived from the new tool.

METHODS

Sources of Data

Three years of data from the annual Federal substance use epidemiological survey, the National
Survey on Drug Use and Health (NSDUH) 2012 to 2014 are the primary sources for the Calculator
[Public use data (PUD) files of the NSDUH were analyzed online at http://pdas.samhsa.gov/#/?
_k=m9xwxh.] The Substance Abuse and Mental Health Services Administration (SAMHSA) con‐
ducts the NSDUH. Each year, a nationally representative sample of approximately 67,500 persons
ages 12 years and above is interviewed. PUD files are made available about 18 months after the
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annual survey results are released. The PUD files contain weighted, anonymized data from ap‐
proximately 55,000 adolescents and adults. Questions include lifetime, annual, and past-month us‐
age of alcohol, marijuana, cocaine, hallucinogens, heroin, inhalants, tobacco, pain relievers, tran‐
quilizers, stimulants, and sedatives. The NSDUH survey also covers mental health and physical
health symptoms, mental health and substance use treatment history, health care utilization, and
health insurance coverage. Demographic data include gender, race, age, ethnicity, educational level,
job status, workplace characteristics, and income. The research team separately analyzed the 2012
to 2014 NSDUH PUD and averaged the results. All respondents employed full- or part-time were
included in analyses (25,201 in 2012; 25,235 in 2013; 27,030 in 2014). Respondents who did not
report paid employment in the prior year were excluded from the analyses. The NSDUH survey is
constructed so that Diagnostic and Statistical Manual of Mental Disorders IV diagnoses of SUDs can
be derived.  Nationally, 0.7% of working adults have a pain medication use disorder, 1.7% used a
pain reliever nonmedically within the previous 30 days, 7.9% had an alcohol use disorder, 2.5% an
illicit drug use disorder, and 1.7% a marijuana use disorder. Overall, 8.6% of adults had a SUD.

The Survey Documentation and Analysis (SDA, version 3.5) was the primary online software to an‐
alyze the NSDUH [SDA, an online analysis system was developed and is maintained by the
Computer-assisted Survey Methods Program (CSM) at the University of California, Berkeley. SDA
results are comparable to SAS, Stata, and SUDAAN. For more information on SDA 3.5:
http://sda.berkeley.edu/document.htm.] The data and SDA are part of the Substance Abuse and
Mental Health Data Archive maintained by the Inter-University Consortium for Political and Social
Research at the University of Michigan and the SAMHDA Public-use Data Analysis System (PDAS;
http://datafiles.samhsa.gov/info/analyze-public-data-nid6).

Adjusting Prevalence Estimates: States

There are substantial differences between states in the prevalence of prescription pain medication
misuse and SUDs generally. SAMHSA pools several years’ NSDUH data to provide state estimates
of substance use (SAMHSA does not report state-specific rates of opioid disorder but does pro‐
vide state rates of prescription pain medication misuse in previous 30 days.)  In order to ac‐
count for these differences, the average prevalence of prescription pain medication misuse and
SUDs for persons 18 years and older in each state 2012 to 2014 was divided into the national
prevalence rate for this age group.

Among employed adults, the prevalence of any SUD, including alcohol use disorder, is 8.6% nation‐
ally, ranging from Utah and Tennessee at 7.4% of 18 year olds and above, to Washington, DC
(13.4%), Rhode Island (10.8%), and Montana (10.0%). The national prevalence of prescription
pain medication misuse in the past 12 months is 4.2%. At the higher end are Arizona (5.2%),
Oklahoma (5.1%), Alabama (5.0%), and Oregon (5.0%). At the lower end are Wyoming (3.4%),
Florida (3.4%), Maine (3.4%), and Vermont (3.34%).

Adjusting Prevalence Estimates: Industry Sector

9
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Most people with SUDs work (Fig. 1). In the age group between 18 and 64 years, 75% of adults
with a SUD are in the workforce. Similarly, 78% of adults with an alcohol use disorder are in the
workforce. A smaller proportion of adults who report past month misuse of pain medications are
in the workforce (68%), and still fewer who have a pain medication use disorder (60%). Adults
with SUDs are about twice as likely to be unemployed (9% vs 5%). Two-thirds (67%) of workers
with a SUD are male, a ratio that holds for alcohol, illicit drug, and pain medication use disorders.
Workers with a SUD are more likely than their peers to be younger, have a lower family income,
and less likely to be married (Table 1).

FIGURE 1

Workforce participation.

TABLE 1

Demographics of Workers

Overall US Workforce Pain Med Use Disorder Any Substance Use Disorder

Male 53% 61% 67%

Married 54% 28% 33%

Between 18 and 34 years 34% 66% 55%

Family income below $20K 12% 24% 18%

The NSDUH elicits information about employment status, industry sector, and occupation.
Respondents are assigned to one of 14 industry sector based on their current job, and to one of
14 occupational categories. The proportion of NSDUH respondents who report working in specific
industries mirrors rates reported by the Bureau of Labor Statistics (The only exceptions are in the
categories education and health, which in 2014 composed 14% of the workforce and government,

​
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which composed 14%. The comparable NSDUH categories were 12% for education and health,
and 5% for public administration. Discrepancies are likely a result of the NSDUH assigning some
government worksites to education and health.) Table 2 compares the proportion of the US
workforce employed in 14 industry sectors per the Bureau of Labor Statistics and the corre‐
sponding percentage of NSDUH respondents in those industries in the 3 years sampled. The third
column shows the total number of NSDUH respondents working in each industry in the 3 years
sampled.

TABLE 2

Industry Representation in the NDSUH

BLS 2014 (%) NSDUH (%) Number in NSDUH

Agriculture, forestry, fishing, and hunting 1.4 1.4 1,254

Mining 0.6 0.6 605

Construction 4.1 7.5 15,357

Manufacturing 8.1 10.5 7,380

Utilities and transportation 3.5 5.0 3,032

Information 1.8 2.3 1,386

Wholesale trade 3.9 2.5 1,697

Retail trade 10.2 10.5 10,452

Financial activities 5.3 6.5 4,022

Professional and business services 12.7 11.9 8,214

Educational services, health 14.3 22.3 17,294

Leisure and hospitality 9.8 9.3 11,125

Government, public administration 14 4.6 3,118

Other services 4.2 5.6 4,193

Work Days Missed

The NSDUH asks respondents two questions about unscheduled leave in the previous 30 days.
They are asked about whole days of work missed due to illness and injury. Respondents are also
asked how many whole days they missed because they just did not want to be there (not including
days missed because of a planned vacation or days missed for illness, injury or care for a sick
child or other family member). Responses to these two questions are summed and annualized to
measure the total number of missed workdays per year. Many employers provide sick leave or
paid time off (PTO) that covers all forms of work absence (vacation, illness, etc). The unscheduled
work days missed reported in this study may be covered by employers’ sick leave or PTO benefits.
But these absences can be inconveniences and costs for employers who must still get the work

12 ​
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done. They may need to hire substitutes or add to other workers’ duties. One study found that one
in five workers reports being injured or put in danger on the job because of a coworker's drink‐
ing, or having to work harder, redo work, or cover for a coworker as a result of a fellow
employee's drinking.

Health Care Use

Respondents are asked about health care use in the prior 12 months: how many times they had
gone to a hospital emergency room, whether they had been hospitalized overnight, and, if so, for
how many nights, and the number of outpatient primary care visits. Respondents were also asked
about past 12-month and lifetime substance use treatment.

Cost of Health Care

The Surgeon General's 2016 report “Facing Addiction in America” notes that the US spends
roughly $35 billion per year to treat SUDs, and another $85 billion to treat the injuries, infections,
and illnesses associated with risky and dependent substance use.  If the payment of the com‐
bined $120 billion cost was spread evenly across the total US population in 2016, the result would
be an annual cost of $370 for each person in the US.

However, those big numbers are difficult for employers to apply to their workforces. To more pre‐
cisely estimate health care costs for individual employers who are associated with untreated SUDs
in their workforce, we calculated from NSDUH the average hospital, emergency department, and
ambulatory primary care use by workers with or with no current SUDs. Use by workers’ family
members with a SUD was estimated from the overall prevalence of SUDs among NHSDUH respon‐
dents aged 12 to 65 years, and the health care use of those with and with no SUD in that age
group. Utilization was then multiplied by the most recently available Federal government and
health care industry data on average paid claims for hospital nights, ED, and ambulatory care vis‐
its. From the Healthcare Cost and Utilization Project (HCUP), average hospital paid claim per day in
2014 was $2553.  The average emergency department visit cost $1863 in 2013 and ambulatory
visit was $103 (Average expense in 2009 was $218.)

Employers that offer health insurance to their employees cover, on average, 79% of individual
workers’ premiums and 73% of family premiums (http://kff.org/state-category/health-costs-
budgets/employer-based-health-insurance-premiums/). Employers’ costs were discounted by the
percentage of employer's premium support for individual workers and for dependents.

Cost of Missed Work Days

For each industry sector, the average number of unscheduled work days missed by a worker with
a SUD was compared with the average number of days missed by all workers in that sector. The di‐
rect costs of unscheduled leave was computed by multiplying those averages by the fully loaded

13
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daily wage data for each sector published by the US Bureau of Labor Statistics (The agricultural
wage was derived from Fayer).  The actual cost of unscheduled leave may significantly under‐
estimate the true costs to employers who must cover missed work with substitute personnel.

Cost of Turnover, Replacement, and Other Problems

Substance use is associated with a number of hazardous and costly social consequences that can
have negative impacts in the workplace that can be derived from NSDUH responses. Studies place
the average cost to employers of recruiting and training replacement workers at 21% of an
employee's annual fully loaded salary.  Replacement and retraining costs are greater for work‐
ers with more education and training, and lower for workers paid less and with fewer skills. For
the Calculator, employers’ turnover costs are computed from the difference in rates of 1-year
turnover in each industry sector of workers with and without a SUD and the estimated costs of re‐
placement in that sector (Replacement costs for each sector were figured at 21% of the average
annual salary and fringe for that sector.)

Substance use is associated with other problems that can impact employees’ productivity and
safety that have not been monetized. These include inattention while at work (referred to as “pre‐
senteeism”), accidents and injuries associated with driving while intoxicated, and workplace and
domestic violence.

PRIOR SUBSTANCE USE TREATMENT AND RECOVERY

NSDUH asks detailed questions about prior substance use treatment. Self-reported prior treat‐
ment for an SUD among workers is uncommon: only 1.3% report receiving prior treatment. For
the present study, we define workers in recovery as individual with no current or previous 12-
month diagnosis of any alcohol or drug use disorder who report having received substance use
treatment at some point in their lives.

RESULTS

Prevalence of Prescription Pain Medication, Alcohol, and SUDs by Industry Sector

Industries with younger, male-dominated workforces, and those that have easy access to alcohol
have high rates of substance use and alcohol use disorders. Construction, entertainment, recre‐
ation, and food service businesses have nearly twice the rates of substance use and alcohol use
disorders as the national average (15% compared with 8.6% nationally for SUDs, 12% compared
with 7.5% nationally for alcohol use disorders). Pain medication misuse and pain medication use
disorders follow a similar pattern, with two to three times higher rates of pain medication prob‐
lems in these industries than the nation's workforce in general. By contrast, older and more fe‐
male workforces in public administration, education, and health and social services experience
about two-thirds the national rates of substance use (Table 3).

19–21
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TABLE 3

Rates of Substance Use Disorders by Industry

Any

SUD

Alcohol Use

Disorder

Illicit Drug Use

Disorder

Pain Med and Opioid

Use Disorder

Marijuana Use

Disorder

Entertainment,
recreation, food

15.3 12.1 5.7 1.6 3.5

Construction 15.0 12.4 4.4 1.3 2.3

Wholesale, nondurable 10.6 9.4 2.4 0.7 1.2

Professional, mgmt.,
admin

10.3 8.6 2.7 0.9 1.6

Mining 10.3 9.6 1.0 1.0 0.1

Retail 9.8 7.9 3.3 0.9 2.1

Information,
communications

9.7 8.2 2.3 0.6 1.4

Finance, insurance real
estate

9.1 8.1 1.5 0.3 1.0

Wholesale, durable 8.7 8.1 1.3 0.4 0.9

Other services except
publ. admin

8.7 7.1 2.5 1.0 1.6

Agriculture 8.6 7.5 1.7 0.4 1.2

Manufacturing, durable 8.4 7.5 1.5 0.8 0.6

Manufacturing,
nondurable

8.0 6.7 2.1 0.6 1.1

Transportation, utilities 7.5 6.6 1.7 0.6 0.9

Education, health, social
services

6.4 5.4 1.5 0.5 1.0

Public administration 5.7 5.0 0.9 0.5 0.5

Overall average all
industries

9.4 7.9 2.5 0.8 1.5

Although alcohol is the primary contributor to overall rates of SUDs, the addictiveness and lethal‐
ity of pain medication use disorders make this an important labor force concern. Generally, the in‐
dustries with more alcohol use disorders in their labor forces have more illicit drug, pain medica‐
tion, and marijuana use disorders. Industries with relatively low rates of alcohol use disorders
have correspondingly low rates of other drug use disorders. The prevalence of pain medication
and heroin use disorders is low among working adults, only 0.8% in 2012, 2013, and 2014.
Entertainment, recreation, and food service stand out with double the national workforce average
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of opioid use disorders (1.6% vs 0.8%). Construction, mining, and other services have higher than
average opioid use disorders. Marijuana use disorders are relatively uncommon within the labor
force. Overall, 1.5% of employees have a marijuana use disorder, but again, workers in the enter‐
tainment, recreation, hospitality, and food service sector have rates much higher than average
(3.5%), as do construction (2.3%) and retail (2.1%). Mining (0.1%), public administration (0.5%),
and durable goods manufacturing (0.6%) have lower rates.

Workplace Absenteeism

Employees with SUDs miss substantially more work days than other employees (Table 4). The typi‐
cal worker misses an average of 10.5 days annually for illness, injury, or reasons other than vaca‐
tion and holidays. Workers with SUDs miss nearly 50% more days than their peers, averaging 14.8
days a year of unscheduled leave. Workers with pain medication use disorders miss nearly three
times as much work as their peers, 29 days. Most of these extra days of missed work, more than
22 days annually, are associated with illness and injury. Workers in recovery, workers who report
receiving substance use treatment at some time in the past and who have not had a SUD within the
last 12 months, miss the fewest days of any group. They are less likely than even the general work‐
force to miss work days (9.5 days for workers in recovery and 10.5 days for other workers).

TABLE 4

Workers in Recovery Have the Lowest Turnover and Absenteeism Rates

General

Work
Force

Any

SUD

Alcohol

Use
Disorder

Illicit Drug

Use
Disorder

Pain Med

Use
Disorder

Marijuana

Use Disorder

In

Recovery

Missed work days
for injury, illness
past year

8.4 10.2 9.4 13.0 22.2 10.6 8.3

Missed work days
for other reasons
past year

2.1 4.7 4.7 5.4 6.8 4.8 1.2

Total missed work
days past year

10.5 14.8 14.1 18.4 29.0 15.4 9.5

Worked for more

than one employer
in last year (%)

25 36 36 42 42 45 23

Turnover and Replacement

​
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Table 4 also summarizes differences in job turnover. One-fourth of currently employed workers
report having more than one employer in the previous year. Employees with a SUD are much
more likely than their peers to report having more than one employer: 36% among workers with
any SUD. Workers with a prescription pain medication disorder were even more likely (42%) to
have more than one employer. Workers in recovery are the group least likely to leave their em‐
ployers. Their turnover rate is much lower than workers with untreated substance use, and even
lower than their peers with no SUD (21% vs 25%).

Health Care Utilization

Although employees with any SUD report greater health care use than their peers, the big differ‐
ence between groups, as summarized in Table 5, is that workers who have a pain medication use
disorder use health care services much more than their peers. Workers in recovery use health
care services at slightly lower rates than their peers and less than workers with an untreated SUD.

TABLE 5

Health Care Use is Highest for People with a Pain Medication Use Disorder

General
Work

Force

Any
SUD

Alcohol Use
Disorder

Illicit Drug
Use

Disorder

Pain Med
Use

Disorder

Marijuana
Use Disorder

In
Recovery

Hospitalized

overnight last year
(%)

7.4 7.9 7.9 9.5 17.0 8.1 7.3

Hospital nights

per person last
year

0.3 0.3 0.3 0.5 0.6 0.5 0.2

Emergency room

visits last year

0.4 0.6 0.5 1.0 2.0 0.8 0.4

Outpatient visits
last year

2.6 2.3 2.4 2.7 3.9 2.5 2.6

Hospital Use People with pain medication use disorders are more than twice as likely as their
peers to have been hospitalized in the previous 12 months and, when hospitalized, stay more than
twice as long. No other substance-using group, including workers who misused pain medications,
shows so great a difference in hospital use. Workers in recovery have the lowest hospital use of
any group.

​
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Patterns of hospital use of workers’ families are similar. People with a current or past-year SUD
were more likely to be hospitalized and stay longer than either individuals with no current SUD or
those in recovery. The average per person number of hospital nights in the previous year were
0.65 nights for individuals with a current SUD, 0.51 for individuals in recovery, and 0.34 nights for
individuals with no SUD and no prior SUD treatment.

Emergency Room Use Workers with pain medication use disorders use hospital emergency ser‐
vices (ED) an average of two visits annually, more than four times as often as workers with no
SUDs, or as workers in recovery. Workers with an illicit drug use disorder or who misuse pain
medications had twice the rate of ED use as their peers. Family members with an SUD also use
more emergency services than individuals with no SUDs (0.81 visits and 0.55 visits, respectively),
and more than individuals in recovery (0.77 visits).

Ambulatory Medical Care Workers with a pain medication use disorder are outliers. They report
an average of nearly four primary care visits annually. All other groups clustered around 2.5 visits
annually. Family members in recovery used more outpatient services (3.2 annually) than the gen‐
eral population (2.8) or those with an SUD (2.7). Greater ambulatory care use by people in recov‐
ery may be associated with demographics. People in the general population who report prior sub‐
stance use treatment but no current SUD are generally older. Only 10% are younger than 25 years,
compared with 27% of people with no SUD and 35% of people with an SUD being under 25 years.

Comorbid Substance Use

Employees who have a SUD often are dependent on more than one drug. Four in 10 workers who
had an illicit drug use disorder had comorbid alcohol use disorder. Sixty percent had a comorbid
marijuana use disorder, and 28% had a pain medication use disorder. Similarly, 38% of employees
with pain medication use disorders have alcohol use disorders, and 16% had marijuana use disor‐
ders. A similar pattern of comorbidity is seen among employees with marijuana use disorders.
Alcohol use exhibits a different pattern: only 13% had an illicit drug use disorder, 3% were depen‐
dent on pain medications, and 8% were dependent on marijuana.

Serious Psychological Distress, Depression, and Anxiety

The NSDUH interview uses a six-item scale to measure respondents’ psychological distress in the
prior 12 months. The symptoms assessed include feeling hopeless, feeling nervous, feeling restless
or fidgety, feeling sad or depressed, feeling everything was an effort, and feeling worthless. Table 6
highlights the sharp difference between the general workforce and workers in recovery, on the
one hand, and workers with current SUDs, especially workers with pain medication use disorders.
Fewer than 4 in 100 workers in the general labor force report symptoms of serious psychological
distress. Only 3 in 100 workers in recovery report serious distress. Although workers with any
SUD and those with alcohol or illicit drug use disorder were more likely to report serious distress
than their peers with no current SUD (12%, 11%, and 20%, respectively), it is workers with pain
medication disorders who stand out. Workers with pain medication use disorders report serious
distress seven times more frequently (28%) than peers without an SUD. A similar pattern, though
not as extreme, can be seen in the prevalence of major depressive episodes and anxiety in the pre‐
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vious year. In the general workforce and among workers in recovery, rates of depression and anx‐
iety are similarly low (between 5% and 7%). Among workers with SUDs, and especially among
workers with pain medication use disorders, depression and anxiety are much more common.
Anxiety and depression are twice as common among workers with any SUD, and four times more
likely among those with a pain medication disorder.

TABLE 6

Behavioral Health and Nicotine

General

Work Force

Any

SUD

Alcohol Use

Disorder

Illicit Drug Use

Disorder

Pain Med Use

Disorder

In

Recovery

Serious psychological

distress past year (%)

4 12 11 20 28 3

Anxiety disorder past year
(%)

5 11 11 14 20 6

Depression past year (%) 6 11 11 15 22 7

Percent cigarette use -
past 30 days use (%)

23 49 44 66 68 19

Percent nicotine
dependence past year (%)

12 25 22 47 48 10

Smoking

Workers with SUDs are much more likely than their peers to smoke cigarettes and to be depen‐
dent on nicotine. Compared with their peers without an SUD, twice as many workers who have a
SUD, and nearly three times as many workers with a pain medication disorder, marijuana, or illicit
drug use disorder, reported smoking in the last 30 days. Twice as many employees with any SUD
are dependent on nicotine than are their peers: 25% versus 12%, and nearly half of workers with
an illicit drug use disorder or pain medication use disorder are nicotine dependent. Workers in re‐
covery are much less likely to smoke or to be nicotine-dependent than workers with a SUD and
have rates even lower than workers who have never had a SUD.

Driving Under the Influence

In 2014, driving while under the influence of alcohol or other drugs was a factor in the deaths of
9967 people, nearly one-third (31%) of all traffic-related fatalities in the U.S.  The 1.3 million ar‐
rests for impaired driving every year may represent only about 1% of the actual alcohol and drug-
impaired driving incidents.  The National Highway Traffic Safety Administration (NHTSA) esti‐

26
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mates that driving while under the influence of alcohol or drugs (DUI) costs the United States
more than $44 billion each year in prosecution, higher insurance rates, higher taxes, medical
claims, and property damage.

Nearly two-thirds (64%) of workers with an alcohol use disorder report DUI at least once in the
prior year. Similar high rates of impaired driving are seen among workers with a drug use disor‐
der (61%), and with a pain medication use disorder (54%). In the general population of working
adults, 16% report driving while under the influence at least once. Only 11% of workers in recov‐
ery reported DUI, the lowest rate of any group studied.

Costs of SUDs to Employers

Cost of Avoidable Health Care Use Employers who self-insure and provide individual coverage pay
$1729 per employee with no SUD each year (Fig. 2; Estimates of the costs of workers’ health care
use from the NSDUH are likely to be lower than actual costs because the survey does not inquire
about medications or laboratory tests, and 12-month recall may be imprecise.) A worker with an
SUD uses health care services that cost his/her employer $2197. The difference is primarily a re‐
sult of greater emergency department use by the latter. Workers with a pain medication use disor‐
der cost more than twice that much as workers with no SUD: $5586. Emergency department use
of workers with a pain medication disorder is four times that of workers with no SUDs and twice
that of workers with any other SUD. These differences in health care use are likely reflections of
greater illness and injury of workers with SUDs and especially among workers with pain medica‐
tion disorders. The latter are twice as likely as their peers to report their health status to be fair or
poor (14.1% vs 7.0%), and workers with any SUD are nearly half as likely to report fair or poor
health (10%).

FIGURE 2

Employers’ per capita health care costs.

30
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Health care costs of workers in recovery are nearly identical with those of workers with no cur‐
rent or past substance use conditions. On the basis of self-reported use, workers in recovery had
an average annual cost $91 per year less than their peers who have never had a SUD. The pattern
of health care costs of family members are similar to those of workers. Annual hospital, emer‐
gency, and outpatient costs for a person with an SUD were $3440, for a person in recovery, $3071,
and for an individual with no SUD, $2173. The calculator produces estimates of employers’ costs
of health care by multiplying the number of the firm's employees by state and industry sector SUD
prevalence rates, the difference in health care use by workers with SUDs and family members with
SUDs, published national averages of per day and per visit paid claims amounts,  and the na‐
tional average proportion of individual and family health care premiums generally paid by
employers.

Cost of Missed Work Table 7 illustrates by industry the per capita costs associated with the extra
days of unscheduled leave used by workers with any SUD and by workers with a pain medication
use disorder. Actual costs for an individual employer of unscheduled leave will vary based on em‐
ployee wages and fringe, PTO policies, work duties, and substitution costs. The calculator produces
estimates of employers’ costs of missed work by multiplying the number of employees by state
and industry sector SUD prevalence rates, the difference in the number of work days missed an‐
nually, and that industry sector's fully loaded daily wage from the August 2016 Bureau of Labor
Statistics.

16,31,32
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TABLE 7

Extra Costs of Missed Work by Industry

Per Capita Annual

Extra Cost of a with
an SUD, $

Per Capita Annual Extra Cost for a

Worker with a Pain Medication
Use Disorder, $

Per Capita Annual Costs

Avoided for Each Worker in
Recovery ($)

Agriculture $187 $1,668 $90

Mining $881 $(764) $422

Construction $1,040 $455 $499

Manufacturing:
Durable goods

$1,399 $14,830 $671

Manufacturing

nondurable goods

$1,692 $1,677 $812

Transportation and
warehousing

$383 $3,125 $184

Information,
communications

$3,941 $27,173 $1,891

Wholesale durable $(893) $2,468 $(428)

Wholesale
nondurable

$886 $2,463 $425

Retail trade $1,284 $225 $616

Finance, insurance,
real estate

$1,169 $2,373 $561

Professional, mgmt.,
admin

$2,604 $6,057 $1,250

Education, health,
social services

$887 $5,062 $425

Entertainment,

recreation, food

$795 $2,490 $381

Public administration $1,406 $(162) $674

Other services $945 $2,417 $453

Negative numbers are likely associated with small numbers of workers in some categories. Mining represents
0.6% of the NSDUH employed respondents, so a small number of workers with an SUD in that sector with unusu‐
ally high or low absenteeism may skew responses.

Turnover Costs Replacing workers is expensive, averaging around 21% of the job's annual salary
to recruit and retrain for a vacant position.  Costs are greater for workers with greater educa‐
tion and training, and lower for workers paid less and with fewer skills. From the NSDUH inter‐
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views, about one in four currently employed adults had more than one employer in the previous
12 months. In some industries, for example, in entertainment, lodging, hospitality, and food ser‐
vice, turnover is greater (36% per year). In others, such as public administration, turnover is less
common (18%). Workers with an untreated SUD had much higher rates of turnover. In entertain‐
ment, lodging, hospitality, and food service, nearly half (49%) of workers had more than one em‐
ployer in the prior year. Other sectors also had high turnover rates among workers with SUDs:
mining (41%), information and communication (43%), and other services (44%). This sector com‐
prises establishments, not classified to any other sector, primarily engaged in repairing, or per‐
forming general or routine maintenance, on motor vehicles, machinery, equipment and other
products to ensure that they work efficiently; providing personal care services, funeral services,
laundry services and other services to individuals, such as pet care services and photo finishing
services; organizing and promoting religious activities; supporting various causes through grant-
making, advocating (promoting) various social and political causes, and promoting and defending
the interests of their members. Table 8 summarizes the percentage of workers who had more
than one employer in the past year. The column on the far right of Table 8 shows the extra costs
employers bear for turnover and replacement for each employee with an untreated SUD. In sec‐
tors with high average salaries, such as information and communications, and higher than average
turnover risk by employees with untreated SUDs, replacement costs are considerably higher than
average: more than $4000 for each worker with an untreated SUD. The lower industry wages and
smaller turnover differential between the general workforce and workers with a SUD in sectors
such as agriculture result in smaller turnover costs per worker with an untreated SUD.

​
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TABLE 8

Turnover Costs

Average

Sector
Turnover
rate (%)

Turnover

Rate for
Workers
with SUDs

(%)

Workers

in
Recovery
(%)

Per Capita

Turnover
Cost  ($)

Per Capita

Turnover
Cost if
Any SUD

Per Capita

Excess
Turnover
Cost if

SUD

Per Capita

Savings of
Worker in
Recovery

Agriculture 20 27 20 $1,535 $2,046 $512 $537

Mining 27 41 27 $5,044 $7,597 $2,553 $2,491

Construction 27 32 26 $4,440 $5,317 $877 $987

Manufacturing,

nondurable

19 32 19 $3,085 $5,052 $1,968 $2,074

Manufacturing,
durable

19 28 18 $2,601 $3,947 $1,347 $1,393

Transportation,
utilities

21 31 21 $2,871 $4,284 $1,413 $1,413

Information,

communications

24 43 23 $5,068 $9,137 $4,069 $4,140

Wholesale,

durable

21 34 21 $3,681 $5,924 $2,243 $2,301

Wholesale,
nondurable

20 26 21 $2,125 $2,682 $557 $488

Retail 26 39 26 $2,682 $4,075 $1,393 $1,393

Finance,
insurance real

estate

21 28 20 $3,974 $5,299 $1,325 $1,451

Professional,

mgmt., admin

25 32 25 $4,506 $5,767 $1,262 $1,322

Education, health,
social services

25 36 25 $3,762 $5,417 $1,655 $1,655

Entertainment,
recreation, food

36 49 36 $3,167 $4,271 $1,104 $1,133

Public

administration

18 25 18 $2,759 $3,711 $953 $953

Other services 26 44 27 $3,490 $5,862 $2,372 $2,282

Average turnover, recruitment, replacement, and training costs estimated at 21.4% of annual salary.

a

a
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Overall Costs of Untreated SUDs Employers’ costs for untreated SUDs are substantial. Table 9 sum‐
marizes the percentage of each sector's workforce that has an untreated SUD, and the average per
capita cost to an employer for each employee who has an SUD. The per capita cost is the sum of
employers’ costs for avoidable health care use, absenteeism, and turnover of a worker with an un‐
treated SUD in each industry sector. Information and communications, and professional services
employers bear the highest costs. But other sectors with higher than average rates of SUDs in
their workforces, such as construction and entertainment, lodging, hospitality, and food service,
are exposed to significant costs because SUDs are so common. Greater use of health care by a
family member who has an untreated SUD adds an extra $1267 per person annually to the cost of
coverage for employers who support a portion of family health insurance premiums
(http://kff.org/state-category/health-costs-budgets/employer-based-health-insurance-
premiums/).

TABLE 9

Per Capita Costs to Employers for Each Untreated Worker with an SUD

Prevalence of SUD (%) Excess Cost for Each Employee With an SUD ($)

Agriculture 8.6 $2,689

Mining 10.3 $8,934

Construction 15.0 $6,813

Manufacturing, nondurable 8.0 $6,907

Manufacturing, durable 8.4 $6,096

Transportation, utilities 7.5 $5,123

Information, communications 9.7 $13,534

Wholesale, durable 7.4 $5,487

Wholesale, nondurable 10.6 $4,024

Retail 9.8 $5,815

Finance, insurance real estate 9.1 $6,925

Professional, mgmt., admin 10.3 $8,827

Education, health, social services 6.4 $6,760

Entertainment, recreation, food 15.3 $5,523

Public administration 5.7 $5,573

Other services except publ. admin 8.7 $7,264

Overall average 9.4 $6,643
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COST AVOIDANCE WHEN WORKERS RECEIVE TREATMENT AND RECOVER FROM

ADDICTION

Across the three NSDUH surveys, 7988 currently employed adults (10.3% of the 77,466 working
adults in the 3-year NSDUH sample) report receiving substance use treatment at some time in
their lives and did not have a SUD at any time in the prior 12 months. From these respondents, it
is possible to estimate the costs employers avoid for each worker who receive treatment and
recovers.

Health care utilization and costs are lower for workers in recovery than for workers with an un‐
treated SUD, by an average of $536 per year. A family member in recovery costs employers $262
less in health care claims than a family member with an untreated SUD.

Workers in recovery stay with one employer at nearly identical rates as other workers in that sec‐
tor (Table 8). Compared with the costs of turnover and replacement of workers with a SUD, work‐
ers in recovery save employers a substantial amount in every sector. Savings range from more
than $4000 for each worker in recovery in information and communications to a little over $500
in agriculture.

Workers in recovery take much less unscheduled leave than their peers with untreated SUDs. In
fact, they take even fewer days of unscheduled leave than workers in their industry who have
never had a SUD. They miss work a week less than workers with an SUD, and a day less than work‐
ers who have never had a SUD. Table 7 summarizes the per capita costs employers avoid from the
lower absence rates of a worker in recovery. Note that among employees in recovery in the
durable wholesale goods sector, the cost of unscheduled leave is greater than costs of employees
with an untreated SUD. The reason for this discrepancy is not apparent from the data.

Employers can avoid a significant amount of unnecessary and unproductive costs if they can assist
their employees to receive treatment and recover from their SUDs. Table 10 summarizes that the
average costs employers avoid annually for each employee who recovers from an SUD is more
than $3200. For some industries, the savings are significantly higher: more than $8400 for each
employee in recovery in information and communications industries, and more than $4300 in pro‐
fessional, management, and administrative industries.

​

​

​
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TABLE 10

Employer Costs Avoided for Each Worker in Recovery

Industry Sector Savings Per Worker in Recovery

Agriculture $1,155

Mining $3,890

Construction $2,373

Manufacturing, nondurable $3,823

Manufacturing, durable $3,495

Transportation, utilities $2,252

Information, communications $8,466

Wholesale, durable $1,806

Wholesale, nondurable $1,900

Retail $3,134

Finance, insurance real estate $2,950

Professional, mgmt., admin $4,322

Education, health, social services $2,998

Entertainment, recreation, food $2,356

Public administration $2,815

Other services except publ. admin $3,773

Overall average all occupations $3,219

DISCUSSION

Seventy-five percent of adults experiencing an untreated SUD are in the workforce. Few business
leaders are aware of the avoidable costs that treatment and recovery from addiction can generate.
Employers remain largely in the dark about how substance use—and in particular, prescription
drug misuse—impacts their companies and how to reduce their risks and costs. The analyses re‐
ported here and the free online tool, The Real Cost of Substance Use in Your Workforce
(https://forms.nsc.org/substance-use-employer-calculator/index.aspx), can help individual com‐
panies understand how untreated substance use in their workforce can lead to unscheduled leave
or missed work, job turnover, and extra health care costs. The annual cost of a single employee
with an untreated SUDs ranges from $2600 in agriculture to more than $13,000 in the information
and communications sectors.
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The prevalence and costs of substance use vary by industry. Four industries—construction, enter‐
tainment, recreation, and food service—have twice the national average of employees with un‐
treated SUDs. Industries that have higher proportions of workers with alcohol use disorders also
have more workers with illicit drug, pain medication, and marijuana use disorders. Costs for each
employee with an untreated SUD are greater in industries with highly skilled or highly compen‐
sated employees, such as the information or communications industries, even though the preva‐
lence of SUDs in their workforces may be lower than, for example, construction or mining. To use
the Calculator, employers simply input basic information into the online tool: industry sector,
worksite location, and number of employees. The online calculator combines that information with
prevalence and cost data from the NSDUH to produce an immediate report showing the likely
number of their employees and their family members who have any type of SUD, and with specific
types of SUDs (alcohol, marijuana, prescription pain, illicit drug). The report shows how much and
where untreated SUDs are costing them, and potential costs avoided if their employees and family
members get treatment.

Investing in helping workers get effective substance use treatment can, on average, avoid $3200 in
costs annually for each worker who recovers. Workers in recovery who have received specialized
substance use treatment and who have been in recovery for more than a year are less likely to
miss work. They miss 5 days fewer than workers with a SUD and 1 day less than the general work‐
force. Workers in recovery also have lower turnover rates, are less likely to be hospitalized, and
have fewer doctor's visits.

LIMITATIONS

Study findings should be interpreted in the context of several limitations. First, the NSDUH is
based on respondent self-report. Self-report is easy to implement, affordable, and provides imme‐
diate results. It is thus relied upon for national public health surveys.  However, the validity of
self-report as a screening method for stigmatized health behaviors is complex.  Self-report of
substance use was not validated with a urine or blood test. Social desirability bias, patient charac‐
teristics, interview setting, population, interviewer traits, and sensitivity of subject matter can influ‐
ence the validity of self-report.  The NSDUH attempts to reduce these biases by administering
most questions with audio computer-assisted self-interviewing (ACASI) to provide the respondent
with a highly private and confidential mode for responding to questions in order to increase the
level of honest responses to questions about illicit drug use and other sensitive behaviors. Less
sensitive items are administered by interviewers using computer-assisted personal interviewing
(CAPI). Reports on results from NSDUH data are available on the SAMHSA web site
(http://www.samhsa.gov/data/NSDUH.aspx).  But, studies have demonstrated that subjects often
under-report substance use, based on perceived stigma associated with use.  Thus, estimates de‐
rived from this as well as previous studies may be considered conservative. Second, the NSDUH is
a cross-sectional study. We are unable to assess any causal relationships between substance use
and work status or performance. A third limitation is that NSDUH data for 2012, 2013, and 2014
were pooled to increase the analytic sample size. As such, the prevalence estimates for alcohol and
drug use may not account for possible time trends and cohort effects from different survey years.
Of particular concern is the very rapid increase in opioid deaths in the last few years, which may
represent increases in the prevalence of prescription opioid, heroin, and fentanyl use too recent to
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be picked up in our sample.  However, the self-reported prevalence of pain medication use disor‐
ders among working adults was flat across the 3 years (0.7%; 0.7%; and 0.6%) as were self-re‐
ported last month misuse of pain medications (2.0%; 1.6%; 1.6%). Finally, the NSDUH does not ask
questions about some key interpersonal (eg, temperament and personality), contextual (eg, neigh‐
borhood and worksite), or work-performance (presenteeism, job stress, and conflict) factors that
may be of relevance to interpreting the impact of alcohol and drug use on employment.

CONCLUSION

Despite these limitations, this study contributes understanding the occupational impact of sub‐
stance use by presenting a simple estimate of the financial toll faced by individual businesses, illu‐
minating an area with significant potential for cost reduction and improved productivity. It pro‐
vides employers tools to identify opportunities for health and productivity savings while also im‐
proving the health of employees and their families. Most importantly, it demonstrates the signifi‐
cant costs that employers can avoid if their employee gets treated for their SUDs.
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A COMPARISON OF RANDOM AND POST-ACCIDENT URINE OPIATE
AND OPIOID TESTS

James W. Price, DO, MPH

St. Mary’s Occupational Medicine Clinic, Evansville, Indiana, USA

Opioid use is associated with poor reaction time, attention, balance and memory posing a
potential threat to workplace safety. The purpose of this study is to determine if there is a
statistical association between opiate/opioid use and work related accidents as measured by
urine drug tests by comparing the proportion of opiate/opioid laboratory positive urine
specimens for postaccident verses random samples. The prevalence of laboratory positive
opiate/opioid tests, the odds ratio, Fisher’s exact probability test and the population
attributable risk were calculated for each comparison. This study found a statistically
significant difference for opiate/opioid results favoring the post-accident group.

KEYWORDS. Opiate, opioid, urine drug test, workplace accidents, impairment, prescription drug
use

INTRODUCTION

The use and abuse of opiate and opioid medi-
cations is on the rise posing a potential danger
to workplace safety. An analysis of Louisiana
Worker’s Compensation claims from 1999 to
2009 found a significant cumulative yearly
increase in morphine milligram equivalents pre-
scribed for acute and chronic pain. The largest
increase was for long-acting opioids.1 Most
employees using these drugs have a legitimate
prescription, but many do not take the medica-
tion as prescribed. The prevalence of prescrip-
tion drug abuse and dependency in patients
receiving legitimate opiate therapy for chronic
pain is not insignificant; ranging from 17.8 to
39%.2–4

Drug testing is not very helpful in these
cases as the prescribed medication forces the
medical review officer to make the determina-
tion that the drug test is negative. This is a con-
cern as opioid use is associated with poor
performance on measures of reaction time,
attention, balance, and memory posing a
potential threat to workplace safety.5 This issue
is at the core of the following question. Is there

an association between opiate and opioid use
and workplace accidents?

METHODS

The purpose of this study is to determine if
there is a statistical association between opiate
and opioid use and work related accidents as
measured by urine drug tests. This is a case-
control study comparing the proportion of opi-
ate/opioid laboratory positive urine specimens
for post-accident verses random samples. The
population consists of employees from a variety
of industries located in Southern Indiana, Mis-
souri, Arkansas, Kentucky, and Ohio. There is
no distinction made regarding gender, age, or
the safety sensitivity of their duties. The study
group is made up of all individuals that pre-
sented for nine-panel post-accident urine drug
testing from January 3, 2008, to June 1, 2013.
The workplace accidents included slips, trips
and falls, sprains, strains and fractures, burns
and lacerations, and injury producing and non-
injury producing motor vehicle collisions. The
urine samples were collected during the initial
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medical encounter which in most cases was
within 24 hours of the injury and never greater
than 72 hours post accident. The control group
is made up of all individuals that presented for
nine-panel (amphetamines, cocaine, mari-
juana, opiates, and phencyclidine) random
urine drug testing during the same period. They
were selected in accordance with the individual
company’s drug testing policy. The frequency
of random testing was not available for
assessment.

The urine specimens were collected from
various sites by trained personnel following
standardized collection procedures established
by the U.S. Department of Transportation. Each
specimen was tested at Clinical Reference Lab-
oratory of Lenexa, Kansas; A U.S. Department
of Health and Human Services certified labora-
tory. A two-step process was used to assess the
samples beginning with screening of the sam-
ples using the Siemens ADVIA 2400
immunoassay�. Positive screens were con-
firmed by gas chromatography-mass spectros-
copy (GC/MS) using an Agilent Instruments
5975�. All mass spectroscopy confirmation
analyses were performed in selective ion moni-
toring mode. The laboratory also performs
validity testing to assess each specimen for sub-
stitution and adulteration. Each test was for-
warded to a certified medical review officer for
interpretation of drug and validity test results as
well as review of the integrity of the collection
and testing process.

The data was acquired from an administra-
tive database maintained by Clinical Reference
Laboratory as an Excel� spreadsheet. The data
was converted to a usable format and proc-
essed using MedCalc version 12.7.0�.

The samples were first compared without
controlling for other potentially impairing sub-
stances. Then any sample that tested positive
for one or more substances other than an opiate
or opioid was eliminated from the study to cor-
rect for the confounding effect of other poten-
tially impairing substances. The prevalence of
positive laboratory opiate/opioid tests, the odds
ratio and 95% confidence interval of accident
involvement, Fisher’s exact probability test, and
the population attributable risk (PAR) were

calculated for each of the comparisons.6,7 The
PAR indicates the proportion of cases that
would not occur in a population if the studied
factor were eliminated.8 The Institutional
Review Board of St. Mary’s Medical Center
(Evansville, IN) approved the study design and
granted an informed consent waiver.

RESULTS

The study began with 4,756 urine samples with
2,161 post-accident specimens and 2,595 ran-
dom specimens. One hundred eighty of the
samples were confirmed positive for drugs other
than opiates or opioids. These samples were
eliminated from the study to control for the
potentially impairing effects of the substances,
leaving 2,070 post-accident and 2,506 random
samples.

The post-accident group had 113 positive
opiate screens, 4 positive methadone screens,
and 29 positive propoxyphene screens, totaling
146 positive screens prior to controlling for
other confounding substances. The post-acci-
dent group had 94 positive opiate screens, 4
positive methadone screens, and 28 positive
propoxyphene screens, totaling 126 positive
screens after controlling for other confounding
substances. The random group had 47 positive
opiate screens, 5 positive methadone screens,
and 8 positive propoxyphene screens, totaling
60 positive screens prior to controlling for other
confounding substances. The random group 40
positive opiate screens, 5 positive methadone
screens, and 7 positive propoxyphene screens
totaling 52 positive screens after controlling for
other confounding substances (Table 1).

The pre-control post-accident group had 86
samples of the 146 positive screens (58.9%) that
were confirmed laboratory positive for an opi-
ate or opioid. The pre-control random group
had 23 samples of the 60 positive screens
(38.3%) that were confirmed laboratory positive
for an opiate or opioid (Table 2). The odds ratio
comparing the total positive confirmed labora-
tory opiate or opioid specimens prior to con-
trolling for other substances was 4.6347
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(2.9149–7.3691) with a p-value <.0001 and
PAR of 3.12%.

GC/MS confirmation of individual opiates/
opioids prior to controlling for polypharmacy
produced the following data and subsequent
analysis (Table 2). There were 19 positive post-
accident morphine urine drug tests and 1 posi-
tive random morphine test. The odds ratio
comparing these samples was 23.0093
(3.0777–179.0236) with p D .0022 and PAR D
.84%. There were 30 positive post-accident
hydrocodone urine drug tests and 8 positive
random urine drug tests. The odds ratio

evaluating these samples was 4.5524 (2.0827–
9.9510) with p D .0001 and PAR D 1.08%.
There were two positive post-accident hydro-
morphone urine drug tests and one positive
random urine drug test. The odds ratio for these
samples was 2.4030 (0.2177–26.5195) and p
D .4742 and PAR D .05%. There were three
positive post-accident codeine urine drug tests
and two positive random urine drug tests with
the odds ratio equaling 1.8092 (.3009–
10.7967), p D .5189, and PAR D .06%. There
were 29 positive post-accident propoxyphene
urine drug tests and 7 positive random urine

TABLE 1. Prevalence of Laboratory Positive Urine Drug Tests

Screening Confirmation Testing

Post-Accident
Polypharmacy
Not Controlled
(n D 2,161)

Post-Accident
Polypharmacy
Controlled

Opioids Only
(n D 2,070)

Random
Polypharmacy
Not Controlled
(n D 2,595)

Random
Polypharmacy
Controlled

Opioids Only
(n D 2,506)

Average urine creatinine 129.22 128.81 116.11 115.85
Amphetamine (class) screen 51 9 53 6

GC/MS amphetamine 37 0 46 0
GC/MS methamphetamine 6 0 5 0

Barbiturate screen 4 0 5 1
GC/MS Butalbital 3 0 4 0

GC/MS Amobarbital 0 0 0 0
GC/MS Pentobarbital 1 0 0 0
GC/MS Secobarbital 0 0 0 0
GC/MS Phenobarbital 0 0 0 0
GC/MS Butabarbital 0 0 0 0

Benzodiazepine screen 67 40 57 37
GC/LC/MS Nordiazepam 6 0 2 0
GC/LC/MS Oxazepam 15 0 11 0
GC/LC/MS Diazepam 0 0 0 0
GC/LC/MS Temazepam 12 0 7 0

GC/LC/MS Ethylflurazepam metabolite 4 0 1 0
GC/LC/MS Alprazolam metabolite 8 0 6 0

GC/LC/MS Lorazepam 4 0 1 0
Cocaine metabolites screen 2 0 1 0

GC/MS cocaine metabolites 2 0 1 0
Marijuana metabolites screen 26 1 27 0

GC/MS marijuana metabolite 26 0 27 0
Methadone screen 4 4 5 5

GC/MS methadone 3 2 4 4
GC/MS methadone metabolite (EDDP) 3 2 4 4

Opiate screen 113 94 47 40
6-Acetylmorphine screen 0 0 0 0

GC/MS morphine 19 17 1 1
GC/MS hydrocodone 30 24 8 6

GC/MS hydromorphone 2 1 1 1
GC/MS codeine 3 3 2 2

Phencyclidine screen 1 0 0 0
GC/MS phencyclidine 1 0 0 0

Propoxyphene metabolite screen 29 28 8 7
GC/MS propoxyphene metabolite 29 28 8 7
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drug tests. The odds ratio examining these
samples was 5.0289 (2.1986–11.5028), p D
.0001, and PAR D 1.07%. There were three
positive post-accident methadone urine drug
tests and four positive random urine drug
tests. The odds ratio for this comparison was
.9005 (.2013–4.0279), p D .8909 and PAR
< .01%.

The controlled post-accident group had 75
samples of the 126 positive screens (59.5%)
that were confirmed laboratory positive for an

opiate or opioid. The controlled random group
had 21 samples of the 60 positive screens
(35.0%) that were confirmed laboratory positive
for an opiate or opioid (Table 3). The odds ratio
comparing the total confirmed laboratory posi-
tive opiate or opioid specimens after controlling
for other substances was 4.4486 (2.7322–
7.2432) with a p-value < .0001 and PAR of
2.81%.

Data obtained from GC/MS confirmation of
individual opiates/opioids after controlling for

TABLE 2. Odds Ratios and p-Values for GC/MS Confirmed Laboratory Positive Opiate/Opioid Urine Drug Tests Prior to Being Controlled for
Other Potentially Impairing Medications

Aggregate of all opiate/opioid results

Drug Positive Drug Negative Total Odds Ratio 4.6347

Post-accident 86 2,075 2,161 95% CI 2.9149–7.3691
Random 23 2,572 2,595 Z statistic 6.482
Total 109 4,647 4,756 p-Value <.0001

Morphine 23.0093

Post-accident 19 2,142 2,161 95% CI 3.0777–179.0236
Random 1 2,594 2,595 Z statistic 3.055
Total 20 4,736 4,756 p-Value D .0022

Hydrocodone 4.5524

Post-accident 30 2,131 2,161 95% CI 2.0827–9.9510
Random 8 2,587 2,595 Z statistic 3.799
Total 38 4,718 4,756 p-Value D .0001

Hydromorphone 2.4030

Post-accident 2 2,159 2,161 95% CI .2177–26.5195
Random 1 2,594 2,595 Z statistic .716
Total 3 4,753 4,756 p-Value D .4742

Codeine 1.8092

Post-accident 3 2,158 2,161 95% CI .3009–10.7967
Random 2 2,593 2,595 Z statistic .645
Total 5 4,751 4,756 p-Value D .5189

Propoxyphene 5.0289

Post-accident 29 2,132 2,161 95% CI 2.1986–11.5028
Random 7 2,588 2,595 Z statistic 3.826
Total 36 4,720 4,756 p-Value D .0001

Methadone .9005

Post-accident 3 2,158 2,161 95% CI .2013–4.0279
Random 4 2,591 2,595 Z statistic .137
Total 7 4,749 4,756 p-Value D .8909

Population attributable risk D 3.12%.
Population attributable risk D .84%.
Population attributable risk D 1.08%.
Population attributable risk D 0.05%.
Population attributable risk D .06%.
Population attributable risk D 1.07%.
Population attributable risk <.01%.

COMPARISON OF URINE OPIATE TESTS 39



polypharmacy was used for the following analy-
sis (Table 3). There were 17 positive post-acci-
dent morphine urine drug tests and 1 positive
random morphine test and the odds ratio com-
paring these samples was 20.4728 (2.7581–
156.0017) with p D 0.0032 and PAR D .78%.
There were 24 positive post-accident hydroco-
done urine drug tests and 6 positive random
urine drug tests. The odds ratio evaluating these
samples was 4.8993 (1.9989–12.0085), the p-
value was .0005, and PAR D .93%. There was

one positive post-accident hydromorphone
urine drug tests and one positive random urine
drug test. The odds ratio for these samples was
1.2107 (.0757–19.3694), p D .4742, and PAR
< .01%. There were three positive post-acci-
dent codeine urine drug tests and two positive
random urine drug test. The odds ratio for this
assessment was 1.8171 (.3013–10.8855) with p
D .5132 and PAR D .06%. There were 28 posi-
tive post-accident propoxyphene urine drug
tests and 7 positive random urine drug test.

TABLE 3. Odds Ratios and p-Values for GC/MS Confirmed Laboratory Positive Opiate/Opioid Urine Drug Tests Controlled for Other Poten-
tially Impairing Medications

Aggregate of all opiate/opioid results

Drug Positive Drug Negative Total Odds Ratio 4.4486

Post-accident 75 1,995 2,070 95% CI 2.7322–7.2432
Random 21 2,485 2,506 Z statistic 6.001
Total 96 4,480 4,576 p-Value <.0001

Morphine 20.7428

Post-accident 17 2,053 2,070 95% CI 2.7581–156.0017
Random 1 2,505 2,506 Z statistic 2.946
Total 18 4,558 2,576 p-Value D .0032

Hydrocodone 4.8993

Post-accident 24 2,046 2,070 95% CI 1.9989–12.0085
Random 6 2,500 2,506 Z statistic 3.474
Total 30 4,546 4,576 p-Value D .0005

Hydromorphone 1.2107

Post-accident 1 2,069 2,070 95% CI .0757–19.3694
Random 1 2,505 2,506 Z statistic .135
Total 2 4,574 4,576 p-Value D .8925

Codeine 1.8171

Post-accident 3 2,067 2,070 95% CI .3013–10.8855
Random 2 2,504 2,506 Z statistic .654
Total 5 4,571 4,576 p-Value D .5132

Propoxyphene 4.8952

Post-accident 28 2,042 2,070 95% CI 2.1339–11.2298
Random 7 2,499 2,506 Z statistic 3.749
Total 35 4,541 4,576 p-Value D.0002

Methadone .6049

Post-accident 2 2,068 2,070 95% CI .1107–3.3061
Random 4 2,502 2,506 Z statistic .580
Total 6 4,570 4,576 p-Value .5619

Population attributable risk D 2.81%.
Population attributable risk D .78%.
Population attributable risk D .92%.
Population attributable risk <.01%.
Population attributable risk D .06%.
Population attributable risk D 1.08%.
Population attributable risk <.01%.
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The odds ratio examining these samples was
4.8952 (2.1339–11.2298) with p D .0002 and
PAR D 1.08%. There were two positive post-
accident methadone urine drug tests and four
positive random urine drug tests. The odds ratio
for these samples was .6049 (.1107–3.3061)
with p D .5619 and PAR < .01%.

Only small proportion of the screening tests
confirmed positive so one final assessment was
performed. Positive opiate/opioid screens that
did not have laboratory confirmation by GC/MS
were compared to determine if a statistically sig-
nificant difference existed between the post-
accident and random groups after controlling for
polypharmacy (Table 4). The post-accident
group consisted of 2,000 urine samples that
failed to confirm positive by GC/MS for any
tested drug of these 52 screened positive for opi-
ates/opioids. There were 2,484 urine samples in
the random group with 30 screening positive for
opiates/opioids. The generated odds ratio was
2.1836 (1.3836–3.4358) with the p-value equal-
ing .0007 and the PAR being 2.60%.

DISCUSSION

The results of comparing the total confirmed
laboratory positive opiate/opioid tests after con-
trolling for other substances did achieve statisti-
cal significance with p < .0001. The post
accident group was 4.45 (OR D 4.4486) times
more likely to be taking an opiate or opioid
than the random group; indicating an associa-
tion between opiate/opioid use and workplace
accidents. In fact, it appears that 2.81% (PAR)
of this population’s workplace accidents are
related to opiate/opioid use. Comparisons of

the individual opiate and opioid concentrations
demonstrated similar differences for morphine
(OR D 20.7428), hydrocodone (OR D 4.8993),
and propoxyphene (OR D 4.8952). Even urine
opiate/opioid screens that failed GC/MS confir-
mation were significantly more prevalent in the
post-accident group (OR D 2.1836) with 2.60%
of workplace accidents directly related to this
finding. The reason for confirmation failure is
not clear but may be due to false positive
screens, or opiate/opioid concentrations below
the GC/MS cutoff value (2,000 ng/mL).

There are several limitations of this study.
The analysis looked at the presence or absence
of opiates and opioids in the urine rather than
examining the continuous laboratory value to
determine if a linear relationship between urine
drug concentration and accident involvement
exists.9 The random group may not be abso-
lutely random due to the variation in frequency
of random urine sample collection between
types of industry and individual employers
within a given industry. The frequency of post-
accident urine sample collection may vary in a
similar fashion leaving no assurance that the
random and the post-accident populations are
the same. The number of positive samples was
small and may have under powered the study
making type II error more likely. Studies with a
small sample size will have large confidence
intervals and only demonstrate a statistically sig-
nificant abnormality if there is a large difference
between the groups.10 This may be the reason
why hydromorphone, codeine, and methadone
failed to reject the null hypothesis. Confounding
factors include not correcting for effects of in
vivo dilution via creatinine normalization.11,12

TABLE 4. Odds Ratio and p-Value for Opiate/Opioid Urine Drug Screens After Being Controlled for Other Potentially Impairing Medica-
tions That Failed to Confirm GC/MS Laboratory Positive for Opiates/Opioids

Drug Positive Drug Negative Total Odds Ratio 2.1836

Post-accident Mean Creatinine 127.90
Random Mean Creatinine 115.70

Post-accident 52 1,948 2,000 95% CI 1.3877–3.4358
Random 30 2,454 2,484 Z statistic 3.377
Total 82 4,402 4,484 p-Value .0007

Population attributable risk D 2.60%.
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No delineation made for employees performing
safety sensitive and non-safety sensitive duties
and no indication of when the drugs were taken
relative to when the accident occurred and
when the accident occurred and when the
specimen was provided. However, the findings
of this study do appear to be in accordance
with the findings of Holman, Stoddard, and
Higgins, who determined that patients with
orthopedic trauma are significantly more likely
than the general population to use prescription
opiates prior to injury.13

CONCLUSIONS

This study utilized a novel approach to compare
the prevalence of opiate/opioid confirmed lab-
oratory positive random to post-accident urine
specimens obtained from a population of mid-
western American workers representing a vari-
ety of industries. This study did find a statisti-
cally significant difference (p < .05) for opiate/
opioid results favoring the post-accident group.

The study cannot be taken as definitive evi-
dence of a causal relationship between opiate/
opioid use and work related accidents but the
findings are compelling and should be consid-
ered by employers developing workplace pre-
scription drug policies. A prospective study
looking for a relationship between opiate/opi-
oid use and work related accidents would be
needed to directly determine causality. In the
absence of such a study, performing a larger ret-
rospective study designed to investigate a possi-
ble dose-response relationship for opiate/
opioid use and work related accidents would
provide clues for causal determination.
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Abstract

We study the effects of opioid usage on real estate prices. Using variation in opioid
prescription rates induced by the staggered passage of opioid-limiting legislation, we
find that a decrease in opioid usage results in an increase in county-level house prices.
This is due to a decrease in mortgage delinquencies and vacancy rates, and an increase
in home improvement loans and population inflow, and consistent with an improve-
ment in the quality of local real estate, and an increase in the local demand for space.
Our results highlight the need for policy to address the opioid epidemic’s economic
costs.
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1 Introduction

Opioid usage in the United States has surged over the past two decades, resulting in
nearly 500,000 deaths from opioid-related overdoses between 1999 and 2019, according
to the Centers for Disease Control and Prevention.1 The National Institute on Drug Abuse
estimates that in 2017 alone, 1.7 million Americans suffered from substance use disor-
ders related to prescription opioid pain relievers, with documented public health and
economic consequences.2 While the existing literature has mainly focused on analyzing
the role of economic conditions in the bulging opioid crisis and "deaths of despair" (Case
and Deaton, 2015; Finkelstein et al., 2022), fewer studies have examined the impact of the
opioid crisis on the real economy (Ouimet et al., 2021; Harris et al., 2019; Cornaggia et al.,
2022). We contribute to the understanding of this problem by estimating the impact of
opioid abuse on real estate values.

Opioid abuse has been linked to human capital loss and direct costs to families, es-
pecially among non-college educated population (Harris et al., 2019; Alpert et al., 2021).
Prolonged opioid use can result in reduced labor productivity, leading to lower house-
hold income and job loss. As a result, families may be unable to invest in their homes
or meet mortgage payments, resulting in an increase in mortgage delinquencies and the
number of vacant properties. This can ultimately affect the quality and value of homes
in the area. Additionally, opioid abuse can lower the attractiveness of the area by reduc-
ing residents’ investments in their properties, or through residential sorting (Ahern and
Giacolleti, 2022).

Understanding the impact of opioid usage on home values is important because these
can act as an indicator of the local economic situation and outlook. Moreover, for a sig-
nificant number of households, houses are the most valuable asset on their balance sheet
(Favilukis et al., 2017). Rising home equity has been shown to help alleviate financing fric-
tions and access to credit (Mian and Sufi, 2011; DeFusco, 2018), and housing collateral has
been documented to spur entrepreneurship, new businesses and job creation, as it gives
home owners a pledgeable asset that can be used for securing credit (Jensen et al., 2022;
Adelino et al., 2015).

To estimate the sensitivity of home values to the usage of prescription opioids we mea-
sure home values at the county level using the Zillow Home Value Index (ZHVI), and we
use historic opioid prescriptions at the county level reported by the CDC between 2006
and 2018. We start by documenting a negative correlation between home values and opi-

1https://www.cdc.gov/drugoverdose/epidemic/index.html
2https://www.drugabuse.gov/drug-topics/opioids/opioid-overdose-crisis
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oid prescription rates in the short run and over a 5-year horizon. To do so, we exploit
within county (over time) variation, as well as within state-year variation. Using within
county variation, we estimate that a one standard deviation increase in dispensed opioid
prescriptions per 100 people is associated with an up to 1.35 percentage points cumulative
decrease in home values over the following 5 years. Considering that the average home
value in our sample is $140,034, this translates into a $1,890 decrease in housing wealth
using the within county estimates.3

Since 2016, and in response to the opioid crisis, several US states passed laws and reg-
ulations limiting opioid prescriptions by physicians to address prescription drug misuse,
abuse and overdoses. These laws generally aim to restrict duration or total dosage, in
particular for first-time prescriptions, to prevent overly generous prescription and thus
reduce addiction and long-term opioid usage.4 The staggered adoption of regulation
by different states arguably induces exogenous variation in prescriptions, as most evi-
dence suggests these are driven by supply (Finkelstein et al., 2022) and not as much by
demand for opioids (Currie et al., 2019; Paulozzi et al., 2014).5 We implement a difference-
in-differences empirical test, in which we compare the changes in home values in years
before and after the passage of the law (the treatment) in treated versus control counties.
We first establish that the passage of these laws indeed reduced opioid prescriptions. Al-
though we also find an increase in overdose death rates after the passage of these laws,
possibly due to an increase in usage of illicit drugs in the short run, we establish that the
growth in overdose death rates declines as well. This suggests that the regulation effect
is likely to operate at the extensive margin of consumption of prescription drugs prevent-
ing opioid abuse in the first place. Then, we show that house values in treated counties
increased on average upon the adoption of these regulations. We document that house
values increased by 0.42 percentage points more in the year of the passage of the law, 0.81
percentage points more in the first year, and 1.78 percentage points more in the second
year after the passage of the law.

To address the concern in staggered difference-in-differences estimates that already
treated units act as control for units that are treated at a later stage (Sun and Abraham,
2021; Callaway and Sant’Anna, 2021), we use interaction weighted estimates by Sun and

3As a reference point, in 2018, 40% of Americans were not able to cover a $400 emergency with cash,
savings or a credit-card charge that they could quickly pay off. https://www.federalreserve.gov/
publications/files/2018-report-economic-well-being-us-households-201905.pdf

4Nevertheless, there may be unintended consequences of these laws. Patients that are unable to access
medical opioids may turn to heroin or other illicit drugs as last resort to reduce their pain.

5Ouimet et al. (2021) show that the only variable that significantly predicts passage of these laws in
the cross section of states is the (age-adjusted) opioid overdose death rate, while economic conditions or
political economy do not seem to play a role. We find similar evidence when replicating their analysis.
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Abraham (2021). Importantly, as our identifying assumption, we show that states for
which the law has passed, and the ones for which it has not, are on parallel trends in terms
of home value changes before the passage of the law.6 Last, we implement a Goodman-
Bacon (2021) decomposition and show that our estimates receive a greater weight from
the difference between treated units and untreated ones. This provides further assurance to
our estimates, as these differences provide arguably the cleanest comparison.

Since our treatment is at the state level, we interact the passage of the state laws with
measures of opioid supply at the county level to have a measure of treatment intensity at
the same level as the observed outcome. First, we show that the prescription reduction
in treated states is driven by the counties with the highest ex ante opioid supply within
a state, as proxied by the number of ex-ante physicians per capita, and by opioid related
payments to physicians by pharmaceutical companies, respectively.7 Second, we find that
home values rise significantly more in these counties upon the passage of the law. Taken
together, these results suggest that variation in opioid prescription rates mostly drive the
observed change in home values at the county level, and not the other way around.

To explore the possible underlying mechanisms driving the link between opioid pre-
scriptions and home value changes, we study the effect of opioid usage on delinquent
mortgages, vacancy rates and home improvement loans. Delinquent mortgages have
been shown in the literature to have an impact on home values and could generate neg-
ative price spill overs to non-distressed neighbouring houses (e.g Gupta, 2019; Campbell
et al., 2011; Anenberg and Kung, 2014). We show that following the staggered adoption
of opioid limiting laws the rate of change in mortgage delinquency rates was by about
6.17 percentage points lower on average one year after the passage of the laws in treated
counties, relative to the control group. We also find that the relative percentage of home
improvement loans increased, while the residential vacancy rates decreased significantly
more one year after the passage of the laws in treated counties, relative to the control group.

In additional analysis, we show that counties that had a higher exposure to opioid
usage, subsequently experience a larger outflow of (high-income) households, relative to
those with lower exposure to the opioid crisis. This set of results suggests that the de-
gree of impoverishment in response to opioid abuse encourages the unaffected to leave
and the affected to stay, consistent with Ambrus et al. (2020) predictions. These find-
ings also illustrate the potential economic costs of spatially correlated shocks induced

6We also show that the confidence interval of the t=+2 coefficient falls outside of a linear trend based on
50% power following Roth (2022).

7Finkelstein et al. (2022) show that number of physicians per capita is a significant predictor of the
propensity to prescribe opioids at the county level, while Engelberg et al. (2014) find similar evidence in
case of opioid related payments to physicians by pharmaceutical companies.
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by a pandemic (Gupta et al., 2022), when there are significant externalities from neigh-
bours’ socio-economic status. Passage of opioid-limiting laws reverses this trend: follow-
ing treatment, we observe a significantly larger population and income inflow into treated
counties. Taken together, our findings suggest a broader set of channels in which lost labor
productivity and household income are one of the drivers of how opioid abuse impacted
home values via delinquent mortgages and lower home improvement investments, but
also through negative externalities which resulted in spatial redistribution of households.

In additional tests, we address potential measurement concerns and use additional
empirical strategies. We use different proxies for opioid abuse, including opioid-related
overdose deaths, and we find similar results to our baseline estimates. We also show
similar results when we exclude counties that are most likely to contain "pill-mills".

As an additional approach to the difference-in-difference estimate, we utilize spatial
regression discontinuity design to estimate the impact of opioid-limiting laws. We com-
pare border counties in states that passed the laws with neighboring counties on the other
side of the state border that were not subject to this change. Our results are consistent
with the difference-in-differences estimates.

Because our main approach exploits negative variation in opioid usage driven by the
passage of the laws, we use an additional alternative methodology that uses positive vari-
ation. We follow Cornaggia et al. (2022) and use instrumental variables to estimate the
impact of opioid abuse on home values. We instrument opioid abuse using two alterna-
tive sources of variation. The first instrument is based on the aggressiveness of Purdue
marketing of the product Oxycontin, which induced excessive prescription rates. The sec-
ond one is based on "leaky" supply chains and the desirability of the product by patients
when compared to less available and less attractive pain killers. Overall, the findings
using this instrumental variable approach provide support for our baseline results.

Estimating the aggregate economic effects using our empirical approach is a challeng-
ing task, given the absence of a general equilibrium model. Although beyond the scope of
our study to propose such model, we present back-of-the-envelope calculations of the ag-
gregate economic impact based on our estimates, assuming no other effects of health on
wealth and general equilibrium considerations that may have occurred in the economy
due to regulatory changes. Our findings indicate that the loss in housing wealth induced
by the opioid epidemic between 2006 and 2018 was at least $146 billion, using county
and year variation, or $36 billion using state-year variation. By contrast, in 2022, Purdue
Pharma agreed to pay $6 billion as part of the settlement to compensate several US states
for the damages associated with the opioid crisis.
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1.1 Literature

Existing evidence on drivers of demand for opioid prescriptions has been mixed.8 Most
of the literature suggests that the observed patterns in opioid usage have been driven by
variation in supply of prescription opioids. Since Case and Deaton (2015) a number of
studies have shown that economic conditions are not a significant driver of regional pat-
terns of opioid use. In fact, most deaths attributed to opioid abuse occur in states with low
unemployment rates (Currie et al., 2019). Finkelstein et al. (2022) show that the differences
in the supply of prescription opioids from doctors is a key contributor to opioid abuse, as
opposed to patient-specific factors such as mental health or poor economic prospects. The
idea that supply-side factors are important determinants of opioid abuse is corroborated
by Alpert et al. (2021), who show that the introduction and marketing of OxyContin were
important determinants of the opioid crisis. Paulozzi et al. (2014) conclude that opioid
prescription rates cannot be explained by variation in the underlying health of the popu-
lation and instead suggest that the patterns reflect the lack of a consensus among doctors
on best practices when prescribing opioids.

Our paper contributes to the rapidly growing literature on the impact of the opioid
crisis on the U.S. economy. Harris et al. (2019), Van Hasselt et al. (2015) and Florence et al.
(2016) study the impact of the opioid epidemic on human capital. They show a negative
impact of opioid prescriptions on labor supply and quantify the costs associated to lost
labor productivity. Agarwal et al. (2022), Cornaggia et al. (2022), Ho and Jiang (2021), Li
and Zhu (2019), Li and Ye (2022), and Jansen (2022) document financial effects of the crisis,
including the impact of opioid abuse on municipal bond rates, firms’ stock prices, banks’
deposit growth, and consumer credit. Our paper focuses on the impact of the opioid crisis
on real estate prices, which is a key indicator of the local economic situation and the most
valuable asset on most households’ balance sheet.

A few closely related papers also investigate the relationship between the opioid cri-
sis and the local real estate market. Karimli (2022) and Luo and Tidwell (2023) study the
implication on the mortgage market and find that lenders are less likely to approve loans
from areas with higher rates of opioid abuse. Karimli (2022) further suggests that de-
pressed local house prices by the opioid epidemic have been aggravated by resulting in
more defaults using a sample between 2004 and 2017. Ho and Jiang (2021) document a
positive impact on real estate prices in Califronia between 2010 and 2018 following reg-
ulation that intends to limit opioid overuse, but do not analyse the underlying channel.
D' Lima and Thibodeau (2022) use prescription data from Ohio between 2006 and 2012 to

8See Maclean et al. (2020) for a review
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document a negative association between home values and opioid usage. Our paper ana-
lyzes the magnitudes of these effects, as well as the economic mechanisms behind it, using
a national data sample and an identification strategy based on the staggered introduction
of opioid supply regulation focusing on a later stage of the opioid crisis.

More broadly, we contribute to the literature that examines the effects of public health
conditions on real estate and asset markets, i.e., the impact of health on wealth. Tyn-
dall (2021) studies house price effects of legalized recreational marijuana in Vancouver,
Canada, and finds that introduction of marijuana dispensaries imposes a negative price
effect on nearby properties. Wong (2008) investigates the effect of the 2003 Hong Kong Se-
vere Acute Respiratory Syndrome (SARS) epidemic on housing markets to find that prices
declined by 1%-3% for affected housing complexes. Using data from 7th-century Ams-
terdam plague-, and 19th-century Paris cholera outbreaks, Francke and Korevaar (2021)
show that the outbreaks resulted in large declines in home values, and smaller declines
in rent prices. Our paper belongs to the nascent line of research that studies the effects of
(global) pandemics on real estate and housing markets (Gupta et al., 2022).

2 Opioid crisis background

The opioid crisis in the US evolved in three waves (Maclean et al., 2021). The first wave
started in the mid-1990s and continued through 2010 and marked itself with an unprece-
dented increase in prescription opioids. In the 1980s the US medical community adopted
a more aggressive approach to pain treatment. Further, the American Academy of Pain
Medicine and the American Pain Society advocated for greater use of opioids, arguing
that there were minimal long-term risk of addiction from these drugs following the FDA
approval of OxyContin (oxycodone controlled-release), a new prescription opioid, in 1995.
The Joint Commission on Accreditation of Healthcare Organizations (TJC) further insti-
tutionalized this stance in 2001, determining that the treatment and monitoring of pain
should be the fifth vital sign.9 This paved a way for the creation of a new metric upon
which doctors and hospitals would be judged.

The second wave from 2010 to 2013 was characterised by a widespread increase in
heroin use and deaths. Concerns about the possible over-use of opioid prescriptions for
chronic pain conditions gained attention in early 2000s and efforts to reduce opioid pre-
scription may have partly contributed to the diversion of opioid prescriptions and the
increase in heroin use.

The current third wave that started in 2013 manifests itself with a movement towards
9https://www.medpagetoday.com/publichealthpolicy/publichealth/57336
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extremely addictive synthetic opioids, in particular fentanyl. Opioid prescription regula-
tions have been tightening further. In 2014, the Agency for Healthcare Research and Qual-
ity (AHRQ) concluded that evidence-based medicine to support opioids’ use in chronic
non-terminal pain is limited at best (Chou et al., 2014). In 2016, the CDC issued a new pol-
icy recommendation for prescribing opioids advising amongst others to maximize non-
opioid treatment.10 To address the opioid epidemic the TJC revised and issued new stan-
dards on the treatment of pain in 2017.11 In October of 2017, the US government declared
opioid crisis a public health emergency.

Several states have taken specific action to address the opioid epidemic. First measures
involved the development of prescription drug monitoring programs (PDMPs) with the
goal of enabling doctors to better identify drug-seeking patients. However, many of these
programs relied on voluntary participation of providers and they were not welcomed by
physicians with, at best, mixed evidence on their effectiveness (Buchmueller and Carey,
2018; Meara et al., 2016; Islam and McRae, 2014). Recent measures were more drastic
adopting legislation that explicitly sets limits on opioid prescriptions (with some excep-
tions such as cancer treatment or palliative care). In 2016, Massachusetts became the first
state to limit opioid prescriptions to a 7-day supply for first time users. As of 2018, 32
states have legislation limiting the quantity of opioids which can be prescribed. A de-
scription of the state laws and regulations in a map is included in Appendix A.1. These
laws seem to be more likely to pass in states that suffer from high rates of deaths related
to opioids, as shown in Appendix Table A.I, while other potential determinants such as
local economic, health and political characteristics do not seem to be correlated. At the
federal level, Medicare also adopted a 7-day supply limit for new opioid patients in 2018.

3 Data

We use several different data sources in our main analysis. We proxy for local opioid
abuse with historic opioid prescriptions. The Centres for Disease Control and Prevention
reports county level opioid prescriptions sourced from IQVIA Xponent starting in 2006.
IQVIA Xponent collects opioid prescriptions as identified by the National Drug Codes
from approximately 49,900 retail (non-hospital) pharmacies, which covers nearly 92% of
all retail prescription in the United States. Our key independent variable, prescription
rate, is the count of annual opioid prescriptions at the county level per 100 people. Panel

10https://www.cdc.gov/mmwr/volumes/65/rr/rr6501e1.htm
11https://www.jointcommission.org/standards/r3-report/r3-report-issue-11-pain-

assessment-and-management-standards-for-hospitals/
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A in Table I reports summary statistics. Our data covers an average of 2,823 counties
per annum over the 2006-2018 period. The average prescription rate corresponds to 82.6
opioid prescriptions per 100 people. Average prescription rates and county variation are
consistent with the literature and other data sets (Currie et al., 2019; Harris et al., 2019;
Ouimet et al., 2021).

To measure average annual home values of a typical house within a county, we use
the 2019 revision of the Zillow Home Value Index (ZHVI). This smoothed, seasonally
adjusted measure incorporates property hedonic characteristics, location and market con-
ditions from more than 100 million US homes, including new constructions, as well as
non-traded homes, to compute the typical value for homes in the 35th to 65th percentile
within a county. We calculate 1 to 5-year percentage changes in home values to allow ini-
tial prescriptions rates to turn into the onset of drug abuse. From 2006 to 2018, the ZHVI
covers on average 2,575 counties per year. The average home value across counties was
$140,000 and grew by 1.5% over one year, respectively 5.4% over 5 years with considerable
cross-sectional variation (compare Panel B in Table I).

[Insert Table I about here]

We collect additional county-level demographic and economic variables for our anal-
ysis. Demographic variables include male population ratio, white population ratio, black
population ratio, Indian American population ratio, Hispanic population ratio, age 20-
64 ratio, age over 65 ratio and migration flow and are obtained from the Census Bureau.
Neoplasms mortality is obtained from CDC. The number of primary care physicians ex-
cluding hospital residents or age 75 years or over is obtained from the Area Health Re-
sources Files of the Health Resources & Service Administration. Economic variables in-
clude poverty ratio and median household income obtained from the Census Bureau, as
well as unemployment rate and labour force participation rate obtained from Bureau of
Labour Statistics. These variables are normalized by contemporaneous county population
and winsorized at the 2 and 98 % level.

Starting with Massachusetts in 2016, several states passed laws or regulations to limit
opioid prescriptions.12 We collect information on the limits and the year of the passage of
these opioid prescription limiting state laws.13 Including Massachusetts, 9 states passed

12We consider both laws and regulations as they are similar in their restrictions and both legally binding.
We refer to them jointly as law. If multiple laws were passed by both the house and senate, we consider
the year of the first law passed as it initiated the first restrictions. Laws differ in the level of restrictions.
However, all laws, even if a second law was passed, limit opioid prescriptions.

13For an overview of the laws https://ballotpedia.org/Opioid_prescription_limits_and_
policies_by_state
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